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Abstract: 
 
This work presents the performance analysis of different basic techniques used for the image 
restoration. Restoration is a process by which an image suffering from degradation can be 
recovered to its original form. Removing the noise from the image is the scope of this work. The 
work implemented different techniques of image enhancement and noise removal. The degraded 
images have been restored by the use of different mathematical filters. 
 
A new approach using MATLAB software was designed to improve the image and suppress the 
noise. The code was executed to eliminate the image degradation and avoid the loss of 
information. The use of the code enables easy extraction of data from the images. 
 
Keywords: MATLAB code; Neutron imaging; Filter design. 
 
1. Introduction: 
 
The task of deblurring, a form of image restoration, is to obtain the original, sharp version of a 
blurred image [1-3]. The goal of filtering is to eliminate as much noise and retain as much signal 
as possible. Most of filters are characterized by cut-off frequency and order parameters. The cut-
off frequency defines the frequency from which higher frequencies will be suppressed and 
therefore denotes the bandwidth of the filter. The amplitude of the filter at the cut-off frequency 
is dependent on the type of the filter, such as Butterworth and Gaussian. The filters are defined 
by a second parameter, the order of the filter. This parameter tunes the filter by changing the 
slope of the filter function and allows the user to optimize the tradeoff smoothness– sharpness of 
the image [4-5]. 
 
This work presents mathematical techniques for high quality neutron tomography (NT) images. 
The techniques were based on applying low-pass imaging filters for removing high frequencies. 
Low-pass filter, Gaussian filter and Butterworth filter were used for image improvement. 
Additionally, this work presented a new technique for imaging processing. A new model was 
executed to reduce error and suppress noise; this method was designed to improve the image 
contrast image quality. 

2. Neutron Radiography Facility: 

All activities performed within the frame of this work have been performed at the neutron 
radiography facility (NRF). An overview of the main characteristics of this facility is given 
Table (1). 
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Table 1. The main characteristics of the NRF. 

Parameter Value 
Reactor nominal power (MW) 22 
Neutron flux density [n.cm-2s-1] ~1.5*107 
L/D ratio 117.3 
Cadmium (Cd)  ratio 10.26 
Beam outlet diameter [cm] 20 
γ-background at the full power [Sv/h] 5.5  
strength of the neutron source [n/s] 28*108 

 
Fig. 1 represents the geometric model of the NRF. It comprises from: 

1- Reactor core as a stationary planar neutron source, 

2- Gamma ray lead filter to reduce gamma intensity emerged with the neutrons, 

3- Divergent aluminum collimator, submerged into the water of the reactor tank. The 
collimator is internally lined by 2 mm thickness cadmium (Cd) sheet. The function of the 
collimator is to collimate thermal neutrons, 

4- The irradiation conduit. It is cut cross the biological shield and internally lined with 2 mm 
Cd sheet, its function is to contribute with the collimator to get well defined beam, 

5- The lead beam shutter.       

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig.1. Geometric model of the NRF. 
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2.1 Neutron imaging (NI) system: 
 
Digitization of the NRF has the potential to improve the performance of the neutron radiographic 
investigations. A high-resolution, 14-bit charged-coupled device (CCD) [6] cooled camera 
system, was installed recently at the NRF. This camera exhibits a superior resolution with 
advanced thermo-electrical technology in CCD ships cooling. Table (2) highlights the main 
parameters of the CCD-camera. 
 

Table 2. Main parameters of the CCD-camera. 

Parameter Value 
Pixel array format (horizontal x vertical) pixel 2048*2048  
Sensitive Area [mm] 200 x 200 
Pixel Size [µm2] 7.4 x 7.4 
Digitization (Dynamic Range) 14 bit (32768 gray levels) 
Dark current (e-/pixel.s) 0.5  
Image Frame Rate (Frame/Sec.) 14.7 
Exposure Time 5 µsec. to 49 days 
Data interface IEEE1394a 
Cooling Method Peltier cooler to -50 degree versus ambient 

temperature 
 
2.2 The degradation model: 
 
The simple equation for expressing image degradation is as follows [7]; 
 
                                               ���, �� = ℎ��, �� ∗ 
��, �� + ���, ��                                           (1) 

 
where: 
 
f(x,y) is the original image or true image estimation, 
g(x,y) is the version that has been degraded through noise (convoled ∗) by kernel h and 
η(x,y) is the additional random noise or error. 
 
Consider: 
 
                                                         
��, �� ∗ ℎ��, �� = ,��־� ��                                                (2) 

 
where: 
 
ɡ־(x,y) is the deviated image from the original one f(x,y). 
 
From the definition of the deconvolution, it is an algorithm-based process used to reverse the 
effects of convolution on the recorded data [8], then the restored image f(x,y) can be modeled as: 
 
                                                       
��, �� = 
,��־���� �� ∗ ℎ��, ���                                        (3) 
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where: 
 
D-1 is the deconvolution operator. 
 
From equation (1), the improved image f(x,y) can be expressed as: 
 
                                            
��, �� = 
�������, �� − ���, ��� ∗ ℎ��, ���                                (4) 

 
 

Fig. 2 shows a model of the image degradation process. 
 
 

 
 
 
 

 
Fig. 2. Image degradation model. 

 
Fig. 3 and 4 show the noisy neutron tomography (NT) images of a thyme plant and a CV car 
joint, respectively. The unprocessed noisy images show low quality images; therefore, 
mathematical image processing technique was executed. 
 
 

 
 
 
 
 
 
 

 
 

 
 

 
 

Fig. 3. NT of a thyme plant. 
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Fig. 4. Noisy NT of a CV car joint. The noise is clear at the top part of the image. 
 

3. Previous work: 

Reference [9] introduced a new iterative procedure for significant improvement of digital images 
by solving the variational problem of Rudin-Osher-Fatemi (ROF) model. The main results in this 
work concerned an iterative regularization procedure designed to improve ROF restoration and 
its generalizations. The solution was computed by using Bregman distance algorithm. The novel 
idea is to replace the ROF problem by a sequence improved designed algorithm; so as to obtain 
an improved restoration. 
 
Reference [10] used different kinds of filters for noise reduction; such as, linear filters and non-
linear filters. The problem with some linear filters is that it blurs the edges and details in an 
image and it is not effective for impulse noise (salt-and-pepper). On other side, some non-linear 
filters; such as, median filter, is very effective in removing salt and pepper or impulsive noise 
while preserving image detail. 
 
Reference [11] demonstrated a state-of-the-art algorithm grayscale image denoising by adapting 
the orthogonal matching pursuit (OMP) algorithm. The technique describes an extension of the 
denoising algorithm to the proper handling of nonhomogeneous noise. The development is 
crucial in the cases of missing values. Treating the missing values, as corrupted, was 
accomplished by a strong impulse noise. The general solution setting fits the problem. The 
solution demonstrated successful proposed scheme in denoising applications. 
 
F. Edward described all kinds of noise and their solution in computer tomography (CT) [12]. He 
put modern techniques for artifact reduction. To enable noise reduction, iterative reconstruction 
technique was used. The iterative methods [13, 14] use a statistical model of the noise to improve 
the image on each iteration, this enables higher resolution scans and smooth images as well.  
 

4. Explanation of imaging degradation: 

The 2D Gaussian function G(x,y) is defined as [15]: 
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                                                        ���, �� = �
���� exp �− �����

��� �                                               (5) 

where 

σ is the standard deviation and gives the width of the Gaussian bell curve, and                                                        
x, y are the Cartesian coordinates. 

The Gaussian smoothing filter function can be written as: 
 

                                                                 ���, �� = ����� �

�!�                                                         (6) 
 
The Gaussian function exhibited a property that was particularly useful for this model. This 
property indicated that the Gaussian smoothing filter was an effective low-pass filter, i.e., the 
filter that passes signals with a frequency lower than a certain cut-off frequency and attenuates 
signals with frequencies higher than the cut-off frequency. The width, and hence the degree of 
smoothing (σ) or the cut-off frequency (fc) values, were taken to be 0.39, 0.43 and 0.45. The 
output images of the code are shown in Fig. 5. The figure shows that the image became enhanced 
by reducing the high frequency noise at fc equal to 0.45, resulting in sharp denoisy edges. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 5. Processed image by Gaussian low-pass filter with different fc values. 
 

The change of fc executed an optimal tradeoff between filtering and noise smoothing; it removed 
the additive noise and based on stochastic framework. The restored image is improved in terms 
of the visual performance [16], rather than mathematical measurements. The same filter was 
applied on the CV car joint image with different fcvalues, the results are shown in Fig. 6. 
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Fig. 6. Processed image of the CV car joint tomography image by Gaussian low-pass filter 

with different fc values. 
 
The high-quality image with maximum noise suppression has been accomplished with fc equal to 
0.45. 
 
4.1 Image smoothing by low-pass filter: 

Low-pass filter or smoothing filter [17] was employed to remove high frequencies and reduce the 
noise from the image. The low-pass filter is: 
 
                                                                            d=x2+y2                                                              (7) 
 
                                                                    y(x,y)=I/(I+((d/fc)

(2*n)))                                             (8) 
 
where: 
 
x, y are the Cartesian coordinates. 
y(x,y) is the modified image and 
I  is the original image,  
 
The code was executed with different fc, the order of the filter (n) was taken to be one. The 
change of n value darkens the image. The resultant images are shown in Fig. 7 with fc equal to 
0.45, 0.5 and 0.55. The same filter was used for the CV car joint image. The best denoisy image 
is shown in Fig. 8 with fc = 0.55.   
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Fig. 7. Processed image by low-pass filter with different cut-off frequencies. The 
suppression of the noise is pronounced with fc= 0.50. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 8. Smoothing low-pass filter of CV car joint. The suppression of noise is pronounced 
with fc= 0.55. 

 
4.2 Imaging de-noisy by modified Butterworth filter: 
 
The nth modified Butterworth low-pass filter is given by: 
 

                                                          "��, �� = �

#��[�������/&']�)                                                  (9) 
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The most appropriate value of n is 1. The advantage of this modified filter is that it does not 
exhibit a sharp discontinuity. The modified filter may be viewed as a transition between the two 
extremes of the ideal filter and the Gaussian filter. The definition of the cut-off frequency (fc) is 
the main drawback of this filter. 
 
The MATLAB code was executed for different fc. (0.22, 0.2 and 0.19), the output images are 
shown in Fig. 9. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. Processed image by modified Butterworth low-pass filter with different fc values. 

 
The code was executed for different fc. (0.1, 0.2 and 0.25) for the CV car joint image, the output 
images are shown in Fig. 10. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Processed image by modified Butterworth low-pass filter with different fc values. 
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4.3 Improving image quality by reducing the level of error (iterative model): 
 
The novelty of this work consists of executing a new code for noise depression based on Eq. (1). 
This method was designed to improve the image contrast and reduce the level of errors.  
 
The model proposed that the original unprocessed NT image g(x,y) can be represented as two 
images; the direct required image f(x,y) or tomographic image that does not have any errors, 
convolved with the blurred image g־(x,y) by the electronic components of the NR/T system, in 
addition to random noise or errors η(x,y). 
 
According to Eq. (1), the error η(x,y) results from subtraction of the degraded NT image g(x,y) 
and the deconvolved blind image f(x,y). Since the degradation of the image is unknown, the 
iterative technique was used to improve the image and reduce the factor of errors. The iterative 
method was executed to produce a sequence of images by subtracting the resultant error η(x,y) 
from the degraded NT image g(x,y).  
 
The module can be mathematically expressed as: 
 
                                                              η(x,y) = g(x,y) - f(x,y)                                                   (10) 
 
                                                              f(x,y) = g(x,y) – η(x,y)                                                  (11) 
 
The results are shown in Fig. 11. The module exhibits better performance for noise depression. 
The resultant image provided image improvement after three iterations, more features in the root 
part appeared. Fig. 12 shows the flowchart of the iterative technique. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Image improvement by the iteration technique. 
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Fig. 12. Iteration technique flowchart. 
 

The same module was executed for the CV car joint image. The results are shown in Fig. 13. The 
image was improvement after two iterations; i.e., less noise was appeared.    

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 13. Noise suppression by the iteration technique. 
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5. Analysis of the results: 
 
The proposed methods aimed to improve the image quality, increase the image details, and 
reduce the noise by applying different digital filters. The proposed methods were based on 
removing the low frequency noise of the image by adjusting the cut-off frequency. Then, the low 
frequency Gaussian image, Butterworth image and low-pass filter images were created.  
 
The iteration model provided high quality image by creating a blind deconvolution image that 
subtracted from the unprocessed image to form first iterative noise depression image. The 
resultant image subtracted from the NT image to form the second iterative noise depression 
image. The iteration technique was executed until a degree of improved image was reached. The 
final image has information details with error suppression. Fig. 14 shows the enhancement in the 
root part of the plant by the different techniques. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 14. Enhancement techniques in the root part of the plant. The iteration module is 
potentially effective. 

 
With respect to the CV car joint image, the technique still has to be improved. The image based 
convolution Kernel was selected and adapted. The code was based on equation (3). The resultant 
second iterative deconvolved image was convolved by a selective convolution Kernel [0.01, 1 
0.19].  The output denoisy image is shown in Fig. 15.        
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Fig. 15. Enhanced denoisy image by a selective deconvolution Kernel technique. 
 
Conclusions: 
 
The MATLAB code is a useful software package for image processing and analysis. The 
software implements mathematical formulas and filters for image correction and enhancement. 
Low-pass filters were applied in this work for improve the image. It was found that the software 
is a powerful tool for image enhancement. 
 
An iteration technique module was designed to improve the image quality and reduce the noise; 
this resulted in increased image details in comparison with the other techniques. 
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