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 5 

ABSTRACT 6 

Interference effect that occurs when two or more waves overlap or intersect is a common 7 

phenomenon in physical wave mechanics. A carrier wave as applied in this study describes the 8 

resultant of the interference of a parasitic wave with a host wave. A carrier wave in this wise, is a 9 

corrupt wave function which certainly describes the activity and performance of most physical 10 

systems. In this work, presented in this paper, we used the Green’s function technique to evaluate the 11 

behaviour of a 2D carrier wave as it propagates away from the origin in a pipe of a given radius. In 12 

this work, we showed quantitatively the method of determining the intrinsic characteristics of the 13 

constituents of a carrier wave which were initially not known. Evidently from this study the frequency 14 

and the band spectrum of the Green’s function are greater than those of the general solution of the 15 

wave equation.  It is revealed in this study that the retarded behaviour of the carrier wave described 16 

by the Green’s function at some point away from the origin is much greater than the general wave 17 

solution of the carrier wave at the origin.  The Green’ function is spherically symmetric about the 18 

source, and falls off smoothly with increasing distance from the source. The anomalous behaviour 19 

exhibited by the carrier wave at some point during the damping, is due to the resistance pose by the 20 

carrier wave in an attempt to annul the destructive tendency of the interfering wave. Evidently it is 21 

shown in this work that when a carrier wave is undergoing attenuation, it does not consistently come 22 

to rest; rather it shows some resistance at some point in time during the damping process, before it 23 

finally comes to rest.  24 

 25 
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 28 

1. INTRODUCTION. 29 

Interference effect that occurs when two or more waves overlap or intersect is a common 30 

phenomenon in physical wave mechanics. When waves interfere with each other, the amplitude of the 31 

resulting wave depends on the frequencies, relative phases and amplitudes of the interfering waves. 32 

The resultant amplitude can have any value between the differences and sum of the individual waves 33 

[1]. If the resultant amplitude comes out smaller than the larger of the amplitude of the interfering 34 

waves, we say the superposition is destructive; if the resultant amplitude comes out larger than both 35 

we say the superposition is constructive.  36 

When a wave equation ψ  and its partial derivatives never occur in any form other than that of the first 37 

degree, then the wave equation is said to be linear. Consequently, if 1ψ and 1ψ are any two solutions 38 

of the wave equationψ , then 11ψa   + 22ψa is also a solution, 1a and 2a being two arbitrary constants 39 

[2,3]. This is an illustration of the principle of superposition, which states that, when all the relevant 40 

equations are linear we may superpose any number of individual solutions to form new functions 41 

which are themselves also solutions.   42 

There is a great need in differential equations to define objects that arise as limits of functions and 43 

behave like functions under integration but are not, properly speaking, functions themselves. These 44 

objects are sometimes called generalized functions or distributions. The most basic one of these is 45 

the so-called delta δ -function. 46 

 47 
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A distribution is a continuous linear functional on the set of infinitely differentiable functions with 48 

bounded support; this space of functions is denoted by D . We can write ][φd : ℜ→D  to represent 49 

such a map: for any input functionφ , ][φd gives us a number [4, 5]. 50 

 51 

Green’s functions depend both on a linear operator and boundary conditions. As a result, if the 52 

problem domain changes, a different Green’s function must be found. A useful trick here is to use 53 

symmetry to construct a Green’s function on a semi-infinite (half line) domain from a Green’s function 54 

on the entire domain. This idea is often called the method of images [6]. 55 

 56 

If a wave is to travel through a medium such as water, air, steel, or a stretched string, it must cause 57 

the particles of that medium to oscillate as it passes [7]. For that to happen, the medium must 58 

possess both mass (so that there can be kinetic energy) and elasticity (so that there can be potential 59 

energy). Thus, the medium’s mass and elasticity property determines how fast the wave can travel in 60 

the medium.    61 

 62 

The principle of superposition of wave states that if any medium is disturbed simultaneously by a 63 

number of disturbances, then the instantaneous displacement will be given by the vector sum of the 64 

disturbance which would have been produced by the individual waves separately. Superposition helps 65 

in the handling of complicated wave motions. It is applicable to electromagnetic waves and elastic 66 

waves in a deformed medium provided Hooke’s law is obeyed [8].   67 

 68 

A parasitic wave as the name implies, has the ability of destroying and transforming the intrinsic 69 

constituents of the host wave to its form after a sufficiently long time. It contains an inbuilt raising 70 

multiplier λ which is capable of increasing the intrinsic parameters of the parasitic wave to become 71 

equal to those of the ‘host wave’. Ultimately, once this equilibrium is achieved, then all the active 72 

components of the ‘host wave’ would have been completely eroded and the constituted carrier wave 73 

ceases to exist [9].  74 

Any source function )(rψ  can be represented as a weighted sum of point sources. It follows from 75 

superposability that the potential generated by the source )(rψ  can be written as the weighted sum of 76 

point source driven potentials i.e. Green's functions. It is evident that one very general way to solve 77 

inhomogeneous partial differential equations (PDEs) is to build a Green's function and write the 78 

solution as an integral equation [10,11]. Remarkably, a Green’s function can be used for problems 79 

with inhomogeneous boundary conditions even though the Green’s function itself satisfies 80 

homogeneous boundary conditions. This seems improbable at first since any combination or 81 

superposition of Green’s functions would always still satisfy a homogeneous boundary condition [12]. 82 

The way in which inhomogeneous boundary conditions enter relies on the so-called ”Green’s 83 

formula”, which depends both on the linear operator in question as well as the type of boundary 84 

condition (i.e. Dirichlet, Neumann, or a combination). 85 

 86 

The organization of this paper is as follows. In section 1, we discuss the nature of wave and 87 

interference. In section 2, we show the mathematical theory of superposition of two incoherent waves 88 

using Green’s function technique. The results emanating from this study is shown in section 3. The 89 

discussion of the results of our study is presented in section 4. Conclusion of this work is discussed in 90 

section 5. The paper is finally brought to an end by a few lists of references and appendix.    91 

 92 

1.1 Research Methodology. 93 

In this work, a carrier wave with an inbuilt raising multiplier is allowed to propagate in a narrow pipe 94 

containing air. The attenuation mechanism of the carrier wave is thus studied by means of the 95 

Green’s function technique.  96 

2. MATHEMATICAL THEORY. 97 

2.1 General Wave Equation. 98 

Generally, the wave equation (WE) can be described by two basic equations given below. 99 
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where  ∇ is called the del operator, it is a three dimensional (3D) Laplacian operator in Cartesian 102 

coordinate system, the scalar potential is given by φ , the vector potential is given by A , the charge 103 

density is ρ , the permittivity is �, while the permeability is �, and the current density is J , the 104 

permittivity and the permeability of air is∈  and µ  respectively. It is very obvious that both wave 105 

equations have the same basic structure; hence in a free space we can write a single wave that would 106 

connect the two equations as follows. 107 
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Where ���, 	 ; �� is a known source distribution having space – time functions. Since we are dealing 109 

with dynamic variable coordinates the source function is normally represented by the delta function. 110 

The solutions to (2.3) are superposable (since the equation is linear), so a Green's function method of 111 

solution is appropriate [13, 14]. The Green's function )',',( txtxG is the potential generated by a 112 

point impulse located at position 'x and applied at time 't . Now to solve (2.3) we find the Green 113 

function for the equation, that is, we replace 
 by G  and ���, 	; �� by Dirac delta � and obtain 114 

expression for Green function as  115 
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Hence, (2.4) is the Green function for one dimensional (1D) space. However, the Laplacian in 3D 117 

Cartesian space is given by 118 
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Suppose, if we confined the motion to two coordinates x and y axes, that is, we make the motion to 120 

be constant with respect to one of the axes, say z - axis, then the Laplacian becomes  121 
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Then we can recast the equation of motion described by (2.4) to be 2D in character. The variation in 123 

the Laplacian will also lead to a variation in the Green’s function. Accordingly, we get 124 
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The Dirac delta function in (2.7) is represented by two coordinate system with 2D character and is 127 

defined as  128 
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However, the last exponential function in the integrand does not depend on any coordinate as a result 131 

it can be contracted by setting the direction ij = , then the result yield 132 
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The particular solution of equation (2.7) is determined by utilizing the Green’s function of the 135 

Helmholtz equation. Now the Green’s function is related to the Dirac delta function as 136 
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Where ),( ωkg is the Fourier component or the scattering amplitude of the wave equation. The 139 

substitution of (2.10) into (2.7) and by equating the result of the substitution into (2.8) shall equally 140 

yield  141 
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But if the wave number mode is the same irrespective of the coordinate axes, that is, the wave 145 

number conserves parity or reciprocricity then xy kk =  and ij = , hence  146 
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2.2 Evaluation of the Retarded Distance and the Ret arded Time of the Green’s    152 

Equation.  153 

The denominator of (2.15) can be factorized according to the relation below. 154 
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Hence the integral (2.15) vanishes unless the exponential power is equal to zero.  158 
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This means that the causal behaviour associated with a wave distribution, that is, the effect observed 167 

at the point x and time t  is due to a disturbance which originated at an earlier or retarded time 't . The 168 
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reader should note that 'xx −∈ µ  is a time component. Now using (2.16) in the denominator of 169 

(2.15) we get 170 
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2.3 Evaluation of the Green’s Function using Contou r Integration Method. 
173 

Equation (2.24) can be solved by contour integration. We can now proceed to determine the validity of 174 

the Green’s function )';''.;,( tyxtyxG by observing the poles of the equation. Now because of the 175 

quadratic nature of the denominator of (2.24) there are two poles say )( 1zf and )( 2zf  in the 176 

integrand, that is, 177 
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Thus, if we carry out a contour integration along the part of the upper and the lower half planes, in 180 

either case, the residue of each pole would contribute to the integral. While residue )( 1zf contributes 181 

to the integral in the left lower quarter plane, )( 2zf  contribute to the integral in the right upper quarter 182 

plane. Thus the residue of )( 1zf and )( 2zf at the poles is 183 
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Sum of the residue:  ( )( 1zf + )( 2zf ) =  188 
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For further simplification of the sum of the residues given by (2.30) we set 192 
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Hence by Cauchy’s Residue theorem the integral (2.15) becomes 202 
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(2.37) 206 

Let us further reduce the numerator of equation (2.37) since it will not be very easy to work with the 

207 

exponential function. Thus  

208 

 209 

   
( )[ ] ( ) ( ))()'()'(2sin)()'()'(2cos

)()'()'(2
tEttitEtt

tEttie −−−−−−−
−−−−

= λωωλωω
λωω

        (2.38) 210 

When (2.38) is substituted into (2.37) and the magnitude or the absolute value of the resulting 

211 

equation is taken due to the presence of the imaginary function we get after simplification 

212 

                  
=)';''.;,( tyxtyxG

( )
( ))()'(8)2(

)')()'(8(sin
3 tz

xxtz

−−∈

−−−∈
−

λωωµπ

λωωµ
                                     (2.39) 213 

Thus the dimension of the Green’s function is metres m . Note that the point source driven potential 214 

(2.39) is perfectly sensible. It is spherically symmetric about the source, and falls off smoothly with 215 

increasing distance from the source.  216 

2.4 General Solution of the Wave Equation and the C arrier Wave CW which is the 217 

Source Function. 218 

It follows that the potential generated by ),( trΨ can be written as the weighted sum of point impulse 219 

driven potentials. Hence generally, the solution to the wave equation (2.3) is 220 

                                         
tdrdtrtrGtyxtr ′′′′=Ψ ∫ ),,();,(),( ψ                                               (2.40) 221 

                              tddydxtyxtyxGtyxtyx ′′=Ψ ∫ ''),',',,();,();,( ψ                                         (2.41) 222 

If such a representation exists, the kernel of this integral operator );',';,( tyxtyxG ′ is called the 223 

Green’s function. Hence we think of );,( tyxΨ  as the response at x  and y to the influence given by a 224 

source function );,( tyxψ . For example, if the problem involved elasticity, );,( tyxΨ  might be the 225 

displacement caused by an external force );,( tyxf . If this were an equation describing heat flow, 226 

);,( tyxΨ  might be the temperature arising from a heat source described by );,( tyxf . The integral 227 

can be thought of as the sum over influences created by sources at each value of 'x and 'y . For this 228 

reason, G  is sometimes called the influence function [15]. Note that ≡);,( tyxf );,( tyxψ is a known 229 

source distribution function having both space and time components. Now the source distribution 230 

function );,( tyxψ is regarded in this study as the carrier wave CW equation which comprises of both 231 

the parameters of the host wave ( a , ω , ε k ) and the parameters of the parasitic wave ( b , 'ω , 'ε 'k ). 232 

Note that these parameters retain their usual meaning as wave characteristics. Thus in this study we 233 

assume that the carrier wave which is the source distribution is given by the equation 234 
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From the geometry of the resultant of the two interfering waves (please see appendix), the carrier 239 

wave CW is two dimensional 2D in character since it is a transverse wave, the position vector of the 240 

particle in motion is represented as )sincos( jirr θθ +=r

 and hence the motion is constant with 241 

respect to the z - axis, the combined wave number or the spatial frequency of the carrier wave is242 

jkkikkck )()( λλ ′−+′−=
r

. Then, ( )θθλ sincos)(. +′−= kkrrck
rr

 is the coordinate of two dimensional 243 

(2D) position vectors and )( λεεπθ ′−−= , the total phase angle of the CW is represented by )(tE . A 244 

complete detail of the derivation of the carrier wave (2.43) is shown in a previous paper [16]. By 245 

definition: )'( λωω −  is the modulation angular frequency, the modulation propagation constant is 246 

)( λkk ′− , the phase difference δ  between the two interfering waves is )( λεε ′− , and of course we 247 

have that the interference term of the carrier wave is ( ) ( )λεελωωλ ′−−−− ()'(cos2
2

tba , while 248 

waves out of phase interfere destructively according to ( )2λba −  , however, waves in-phase interfere 249 

constructively according to ( )2λba + .  250 

 251 

In the regions where the amplitude of the wave is greater than either of the amplitude of the individual 252 

wave, we have constructive interference that means the phase difference is )( λεε ′+ , otherwise, it is 253 

destructive in which case the phase difference is )( λεε ′− .  254 

 255 

If 'ωω = , then the average angular frequency say 2/)'( λωω +  will be much more greater than the 256 

modulation angular frequency say 2/)'( λωω −  and once this is achieved then we will have a slowly 257 

varying carrier wave with a rapidly oscillating phase. Driving forces in anti-phase )( πεε ±=′−  258 

provide full destructive superposition and the minimum possible amplitude; driving forces in phase 259 

)( εε ′=  provides full constructive superposition and maximum possible amplitude. 260 

 261 

2.5 The Calculus of the Total Phase Angle E   of the Carrier Wave Function. 262 

Let us now determine the variation of the total phase angle with respect to time t . Thus from (2.43),  263 
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( )
( )







′−−−

′−−−

λελωωλε
λελωωλε

tba

tba

dt

d

)'(coscos

)'(sinsin
                        (2.45)  266 

 

After a lengthy algebra (2.45) simplifies to    267 

                                                   Z
dt

dE
−=                                                                                        (2.46)                                                      268 

where we have introduced  a new variable defined by the symbol Z as the characteristic angular 269 

velocity of the carrier wave and is given by 270 

                          
( )

( )













−−′+−+

−−′+−
−=

tabba

tabb
Z

)'()(cos2

)'()(cos
)'(

222

22

λωωλεελλ

λωωλεελλ
λωω                                (2.47) 271 

Hence, Z  has the dimension of rad./s. In other to avoid unnecessary complications we can set 272 
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                           ( ) ( ){ }2
1

()'(cos2)( 2222 λεελωωλλ ′−−−−−−= tbabaQ                                 (2.48)       273 

 274 

   =Ψ );,( tyx −
( )

( )
( ) '')()'(.cos

)()'(83)2(

)')()'(8(sin
dtdxtEtrckQ

tz

xxtz
−−−

−−∈

−−−∈

∫ λωω
λωωµπ

λωωµ rr

       

275 

(2.49) 276 

But according to (2.22) and (2.23); 1'' == dtdx , as a result,  277 

 =Ψ );,( tyx −  
( )

( )
Q

tz

xxtz

)()'(8)2(

)')()'(8(sin
3 −−∈

−−−∈

λωωµπ

λωωµ
 ( ))()'(.cos tEtrck −−− λωωrr

    
        (2.50) 278 

Now in equation (2.50) we can simply replace 'xxx −→ which is just the distance covered by the 279 

carrier wave in metres mas it propagates in a pipe of radius 03.0=r metres m . 280 

   =Ψ );,( tyx −  
( )

( )
×

−−∈

−−∈

)()'(8)2(

))()'(8(sin
3 tz

xtz

λωωµπ

λωωµ

 

     281 

       ( ) ( ){ }2
1

()'(cos2)( 2222 λεελωωλλ ′−−−−−− tbaba ( ))()'(.cos tEtrck −−− λωωrr

         
  (2.51) 282 

 283 

The reader should not ignore or forget that the motion under study is still a 2D one. The fact that we 284 

have constrained it to −x  axis does not mean that the −y axis is not implied. The factor 2 which 285 

appear in (2.14) is a reflection that the motion is still 2D. Note that it is the absolute values of the 286 

carrier wave );,( tyxψ that we used in our computation. 287 

 288 

2.6 Determination of the Host Wave Parameters ( a ,ω , ε and k ) contained in the                             289 

Carrier Wave. 290 

Let us now discuss the possibility of obtaining the parameters of the host wave which were initially not 291 

known from the carrier wave equation. This is a very crucial stage of the study since there was no 292 

initial knowledge of the values of the host wave and the parasitic wave contained in the carrier wave. 293 

However, the carrier wave given by (2.42) can only have a maximum value provided the spatial 294 

oscillating phase is equal to one. As a result, the non-stationary amplitude A  and the oscillating 295 

phase angleφ becomes after disengaging them as 296 

                      ( ) ( ) ( ) ( )( ){ }2

1

2222 'cos2 λεελωωλλ ′−−−−−−= tbabaA                                       (2.52) 297 

                       
( ))()'()sin(cos)(cos tEtrkk −−−+′−= λωωθθλφ                                                  (2.53)   298 

 299 

Using the boundary conditions that at time 0=t , 0=λ and  aA =  , then 300 

                                 ( ){ } ( ){ } 2

1

2

1

22 cos21cos2 εε −=−−= aaaA                                                  (2.54) 301 

                   ( ){ } 1cos21 2/1 =− ε     ⇒     ).5708.1(90)0(cos 01 rad== −ε                                       (2.55) 302 

    303 

Any slight variation in the combined amplitude A  of the carrier wave due to displacement with time 304 

ttt δ+= would invariably produce a negligible effect in the amplitude a of the host wave and under 305 

this situation 0≈λ  . Hence we can write 306 

                                           
a

t

A
A

t

Lim
=+

→ 







δ
δ

δ 0
                                                                          (2.56) 307 

             

( )( ) ( )

( )( )
a

ttaa

ttan
ttaa

t

Lim
=

−+−

−+
+−+−

→ 















2/1
22

22/1
22

)(cos2

)(sin
)(cos2

0
εδω

εδω
εδω

δ
             (2.57) 308 



9 

 

                  

( )( ) ( )

( )( )
a

taa

ta
taa =

−−

−
+−−

















2/1
22

22/1
22

cos2

sin
cos2

εω

εωω
εω                                         (2.58) 309 

              ( )( ) ( ) ( )( ) 2/122222 cos2sincos2 εωεωωεω −−−+−− = taatataa a                   (2.59) 310 

                               ( ) ( ) ( )( ) 2/1
cos21sincos21 εωεωωεω −−=−+−− ttt                                     (2.60) 311 

 312 

At this point of our work, it may not be easy to produce a solution to the problem; this is due to the 313 

mixed sinusoidal wave functions. However, to get out of this complication we have implemented a 314 

special approximation technique to minimize the right hand side of (2.60). This approximation states 315 

that 316 

 317 

      
( ) ( ) ( ) 








+

−−
+

−
++=±+ K

32 )(
!3

)2)(1(
)(

!2

)1(
)(1)(1 φξφξφξ

φ
φξ f

nnn
f

nn
fn

d

dnf              (2.61) 318 

The general background of this approximation is the differentiation of the resulting binomial expansion 319 

of a given variable function. This approximation has the advantage of converging functions easily and 320 

also it produces minimum applicable value of result. Consequently, (2.60) becomes  321 

 322 

                                      ( ) ( ) ( )εωωεωωεω −=−+−− ttt sinsincos21                                         (2.62) 323 

      .0472.160)5.0(cos 01 radt ==−=− εω    .6182.2 radt =⇒ ω srad /.6182.2=⇒ ω              (2.63) 324 

From (2.57), by using the boundary conditions that for stationary state when ,0,0 ≈= λδ t325 

=′−−= )( λεεπθ radErad 5708.1,5712.15708.1142.3 ===−=− εεπ , then we have that 326 

                    
{ } 1)()(sin)(cos)(cos

0
=−+−−′−+′−

→
Etttrkkrkk

t

Lim
δωλωθλθλ

δ
                   (2.64) 327 

                   ( ) 0)sin(cos =−−+ εωθθ trrk                ( since, 01cos 1 =−   )                                  (2.65) 328 

           ( ) 05708.16182.2)9996.0( =−−rk   radrk 1907.4=⇒     mradk /1907.4=⇒                      (2.66) 329 

The change in the resultant amplitude A of the carrier wave is proportional to the frequency of 330 

oscillation of the spatial oscillating phaseφ  multiplied by the product of the variation with time t  of the 331 

inverse of the oscillating phase with respect to the radial distance r , and the variation with respect to 332 

the wave number )( λkk ′− . This condition would make us write (2.52) and (2.53) separately as 333 

                        

( )
( )( ) 2/1

2222

2

)()'(cos)(2)(

)()'(sin))('(

λεελωωλλ

λεελωωλλωω

′−−−−−−

′−−−−−
=

tbaba

tba

dt

dA
                            (2.67) 334 

                
( )Etrkkkk

dr

d
−−−+′−+′−−= )'()sin(cos)(sin)sin)(cos( λωωθθλθθλφ

                 (2.68) 335 

                      
( ) ( )EtrkkZ

dt

d
−−−+′−+−= )'()sin(cos)(sin)'( λωωθθλλωωφ

                        (2.69) 336 

      
( ) ( )EtrkkEr

kkd

d −−−+′−−+−=
′−

)'(sin )sin(cos)()sin(cos
)(

λωωθθλθθ
λ

φ
           (2.70) 337 

                                     
lf

kk

r

rtdt

dA
=

′−∂
∂

∂
∂

∂
∂

= 























)(

1

2

1

λ
φ

φ
φ

π
                                                  (2.71) 338 

                                                         tlfA =                                                                                  (2.72) 339 

That is the time rate of change of the resultant amplitude is equal to the frequency f  of the spatial 340 

oscillating phase multiplied by the length l  of the arc covered by the oscillating phase. Under this 341 

circumstance, we refer to A as the instantaneous amplitude of oscillation. The first term in the 342 

parenthesis of (2.71) is the frequency dependent term, while the combination of the rest two terms in 343 

the parenthesis represents the angular length or simply the length of an arc covered by the spatial 344 

oscillating phase. Note that the second term in the right hand side of (2.71) is the inverse of (2.68).  345 
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With the usual implementation of the boundary conditions that at
 346 

        347 

adtdAradEradt ====−=−=′−−=== /,5708.1,5712.15708.1142.3)(,0,0 εεπλεεπθλ  348 

we obtain the expression for the amplitude as 349 

                                   

( )

















+

−+
−=

)sin(cossin

)sin(cos

2

1

θθε
εθθ

π k
a = m0217.0                                                (2.73) 350 

Note that εε cos)cos( =− (even and symmetric function) and εε sin)sin( −=−  (odd and screw 351 

symmetric function). Thus generally we have established that the basic constituent’s parameters of 352 

the host wave are 353 

                       ma 0217.0= , srad /6182.2=ω , rad5708.1=ε , and mradk /1907.4=                   (2.74) 354 

2.7 Determination of the Parasitic Wave Parameters ( b , 'ω , ε ′ and k ′ ) Contained in 355 

the Carrier Wave.  356 

Let us now determine the basic parameters of the parasitic wave which were initially not known before 357 

the interference from the derived values of the resident ‘host wave’ using the below method. The 358 

gradual depletion in the physical parameters of the system under study would mean that after a 359 

sufficiently long period of time all the active constituents of the resident host wave would have been 360 

completely attenuated by the destructive influence of the parasitic wave. On the basis of these 361 

arguments, we can now write as follows. 362 

                                     












′=⇒=′−

′=⇒=′−

=⇒=−

=⇒=−

λλ

λελεε

λωλωω

λλ

kkk

bba

1907.40

5708.10

'6182.20'

0217.00

                                                                    (2.75) 363 

Upon dividing the sets of relations in (2.75) with one another with the view to eliminate λ we get 364 

                                               















′=′

=′

=′

=′

=′

=

ε

ω

ωε

ε

ω

k

k

bk

b

b

3748.0

'6248.0

'6668.1

005178.0

013820.0

'008288.0

                                                                             2.76) 365 

However, there are several possible values that each parameter would take according to (2.76). But 366 

for a gradual decay process, that is for a slow depletion in the constituent of the host parameters we 367 

choose the least values of the parasitic parameters.  Thus a more realistic and applicable relation is 368 

when k ′= 005178.0'008288.0 ω . Based on simple ratio we eventually arrive at the following results. 369 

         srad /00518.0'=ω ,  mradk /00829.0=′ , rad00311.0=′ε , mb 0000429.0=                     (2.77) 370 

Any of these values of the constituents of the parasitic wave shall produce a corresponding 371 

approximate value of lambda 505=λ upon substituting them into (2.75). Hence the interval of the 372 

multiplier is 5050 ≤≤ λ . Now, so far, we have systematically determined the basic constituent’s 373 

parameters of both the host wave and those of the parasitic wave both contained in the carrier wave. 374 

 375 

2.8 Determination of the Attenuation Constant ( η ). 376 

Attenuation is a decay process. It brings about a gradual reduction and weakening in the initial 377 

strength of the basic parameters of a given physical system.  In this study, the parameters are the 378 

amplitude ( a ), phase angle ( ε ), angular frequency (ω ) and the spatial frequency ( k ). The dimension 379 

of the attenuation constant (η ) is determined by the system under study. However, in this work, the 380 

attenuation constant is the relative rate of fractional change (FC) in the basic parameters of the carrier 381 

wave. There are 4 (four) attenuating parameters present in the carrier wave. Now, if  a , ω , ε , k  382 

represent the initial basic parameters of the host wave that is present in the carrier wave and λba − , 383 

λωω '− , λεε ′− , λkk ′−  represent the basic parameters of the host wave that survives after a given 384 

time. Then, the FC is 385 
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                          






































 ′−
+

−
+

′−
+

−
×=

k

kk

a

ba λ
ω

λωω
ε

λεελ
σ

'

4

1
                                  (2.78) 386 

                                    1// +== −= Ii FCFC λλη  = 1+− II σσ                                                       (2.79) 387 

The dimension is per second ( 1−s ).  Thus (2.79) gives 1
sη 0.001978

−=  for all values of the raising 388 

multiplier )505,,2,1,0( K=iλ . The reader should note that we have adopted a slowly varying regular 389 

interval for the raising multiplier since this would help to delineate clearly the physical parameter 390 

space accessible to our model. 391 

 392 

2.9 Determination of the Decay or Attenuation Time ( t ). 393 

We used the information provided in (2.79), to compute the various times taken for the carrier wave to 394 

attenuate to zero. The maximum time the carrier wave lasted as a function of the raising multiplier λ395 

is also calculated from the attenuation equation. However, it is clear from the calculation that the 396 

different attenuating fractional changes contained in the carrier wave are approximately equal to one 397 

another. We can now apply the attenuation time equation given below. 398 

                                                             

λησ /)2( t
e

−=
 
     

      
                                                     (2.80) 399 

      

                                             σ
η

λ
ln

2








−=t                                                                             (2.81) 400 

The equation is statistical and not a deterministic law. It gives the expected basic intrinsic parameters 401 

of the ‘host wave’ that survives after time t . Clearly, we used (2.81) to calculate the values of the 402 

decay time as a function of the raising multiplier λ (0, 1, 2, . . . , 505).  403 

 404 

Table 2.1 : Shows the calculated values of the characteristics  of the carrier wave );,( tyxψ . 405 

S/N Physical Quantity  Symbol  Value  Unit  
1 Amplitude of the host wave a  0.0217 m  
2 Angular frequency of the host wave ω  2.6182 srad /  
3 Phase angle of the host wave ε  1.5708 radian  
4 Spatial frequency of the host wave k  4.1907 mrad /  
5 Amplitude of the parasitic wave b  0.0000429 m  

6 Angular frequency of the parasitic wave 'ω  0.00518 srad /  
7 Phase angle of the parasitic wave 'ε  0.00311 radian  
8 Spatial frequency of the parasitic wave 'k  0.00829 mrad /  
9 Raising multiplier λ  0, 1, 2, … ,505 -- 

 406 

 407 

Table 2.2 : Shows calculated values of some of the parameters and some constants required 408 

for the work . 409 

S/N Physical Quantity  Symbol  Value  Unit  
1 Attenuation constant η  0.001978 1−s  
2 Radius of the pipe  r  0.03 m  
3 Maximum  attenuation time 

corresponding to the maximum multiplier 
t  892180 s  

4 Sum of the total time that the carrier 
wave lasted as a function of the 

multiplier 

t  48429885 s  

5 Sum of the total distance covered by the 
carrier wave as a function of the 

multiplier 

x  4.67691 x 1015 m  

6 Permittivity of air ∈  8.85 x 10-12 212 −− mNC  
7 Permeability of air µ  1.2566 x 10-6 mH /  
8 The product of Permittivity and 

Permeability of air 
∈ µ  1.11209 x 10-

17 
 

22 / ms  
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 410 

3. RESULTS AND DISCUSSION.  411 

 412 

The relevant results obtained which is given by the equations (2.20), (2.39), (2.43), (2.47) and (2.51) 413 

respectively are shown graphically below. 414 

 415 

 416 
 417 

 418 

Fig. 3.1 : Shows the displacement of the carrier wave as func tion of time and multiplier. The      419 

figure represents equation (2.42). 420 

 421 

 422 

 423 
 424 

Fig. 3.2 : Shows the spectrum of the amplitude of the total p hase angle of the carrier wave as 425 

function of time and multiplier.  The figure repres ents equation (2.43). 426 

 427 
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 429 

 430 
 431 

Fig. 3.3 : Fig. 3.2: Shows the spectrum of the amplitude of t he characteristic angular velocity Z  432 

of the CW as function of time and multiplier. The f igure represents equation (2.47). 433 

 434 

 435 

 436 
 437 

Fig. 3.4 : Shows the spectrum of the distance covered as a fun ction of time and the raising 438 

multiplier. The figure represents equation (2.20). 439 

 440 
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 442 
 443 

Fig 3.5 : Shows the Green’s function representation of the 2D  carrier wave as function of time 444 

and the multiplier.  The figure represents equation  (2.39). 445 

 446 

 447 

 448 
 449 

 450 

Fig. 3.6 : Shows the spectrum of the general wave solution as function of time and multiplier. 451 

The figure represents equation (2.51). 452 

 453 

The displacement of the carrier wave as a function of time and the multiplier is shown in Fig. 3.1. At 454 

the origin the frequency of the carrier is initially very high and with well-defined amplitude of about +455 

0.02477 m  and −0.0279 m .  When the value of the raising multiplier is 486 and the time is about 456 

400000s the frequency of the CW decreases. However, the CW has a longer wavelength when the 457 

amplitude is decreasing. The carrier wave becomes monochromatic with no definite frequency after 458 

600000 s . The carrier wave finally decays to zero after 892180 s . The simple explanation here is that 459 
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the components of the host wave in the carrier wave could have been completely depleted by the 460 

effect of the interfering parasitic wave. 461 

 462 

In fig. 3.2 the amplitude of the total phase angle of the CW first increases with high frequency and a 463 

narrow band. However, after a period of time say about 400000 s , the frequency becomes dispersed 464 

and the CW has a pronounced wavelength. The total phase angle is thus generally positive and 465 

basically it does not attenuate to zero. The positive nature of the total phase angle means that the 466 

constituents of the CW are highly repulsive, in other words, there is a general disagreement between 467 

the parameters of the host wave and those of the parasitic wave in the CW. 468 

 469 

The spectrum of the amplitude of the characteristic angular velocity of the CW as shown in fig. 3.3 470 

first increases to a maximum value of about ± 0.65011 srad /  and time 37526 s . The maximum value 471 

of the characteristic angular velocity corresponds to when the raising multiplier is 236. However, after 472 

this time the amplitude decreases to a minimum value of ± 0.00896 srad /  when the time is about 473 

380133 s  and the multiplier is 483. The attenuation of the characteristic angular velocity is 474 

exponential and it decays to zero after about 600000 s . The disband frequency shows that the 475 

parameters of the host wave in the CW equation are already experiencing a rapid decay process due 476 

the destructive tendency of the interfering parasitic wave. 477 

 478 

Fig. 3.4 represents the spectrum of the total distance covered by the carrier wave as a function of the 479 

raising multiplier. The maximum distance covered by the CW as a function of the raising multiplier is 480 

about 2.60893 x1013 m . This maximum value corresponding to λ = 300 and time t  = 68265 s . In the 481 

interval of the multiplier [100 – 446] and time [6055 – 241272] s the distance covered by the carrier 482 

wave is longer with high frequency. The distance of propagation by the CW first go to zero at t483 

=407419s. The CW then propagates to some distance before it comes to zero again for a second time 484 

at t = 500000 s . Thereafter, it then covered a small distance before it finally attenuates to zero. The 485 

repeated relative zero distance – time behaviour of the CW equation shows that there is existence of 486 

some residual energy in the host wave that tends to resist an end to the propagation of the CW due to 487 

the destructive influence of the parasitic wave. From the calculation the sum of the total distance 488 

covered by the carrier wave as a function of the multiplier is 4.67691 x 1015 m  while the sum of the 489 

total time that the carrier wave lasted to travel the distance as a function of the multiplier is 48429885490 
s . 491 

 492 

It is obvious from fig 3.5 that the Green’s function first show initial increase in the displacement from 493 

the equilibrium position. The spectrum of the Green’s function also show a very high frequency before 494 

it starts to decrease exponentially. The exponential decrease in the amplitude finally becomes a plane 495 

wave at time t = 450873 s with an amplitude of about -1.29941 x 10-12 m . The wave finally comes to 496 

rest at time 892180 s (247 hours) and this corresponds to a critical value of the multiplier which is 505. 497 

 498 

It is clear from fig. 3.6 that the general wave equation first show initial increase in the displacement 499 

from equilibrium position. The spectrum of the general wave equation also show a very high 500 

frequency before it starts to decrease. The decrease is exponential and it finally becomes a plane 501 

wave at time t = 391988 s  with final amplitude of about 6.03426 x 10-14 m .  Beyond this time the 502 

general wave equation becomes a plane wave and it is no longer sinusoidal before it finally comes to 503 

rest. It is clear from fig. 3.5 and fig. 3.6 that the decay time and the relative amplitude of the Greens 504 

function representation of the carrier wave are greater than those of the general solution of the wave 505 

equation. From the figure while there is still pronounced amplitude in the Green’s function beyond 506 

300000 s but in the general wave solution the amplitude is already almost zero. Thus the attenuation 507 

time of the Green’s function representation of the carrier wave lags the decay time for the general 508 

wave solution by 100000 s . That is, while the general wave solution finally goes to zero at 400000 s  509 

the Green’s function finally goes to zero at 500000 s . This shows that the retarded behaviour of the 510 

carrier wave described by the Green’s function at some point away from the origin is much greater 511 

than the general wave solution of the carrier wave at the origin. 512 

 513 

4. CONCLUSION. 514 

This study shows that the process of attenuation in most physically active system does not obviously 515 

begin immediately when they encounter an oppositely interfering system. The general wave equation 516 

that defines the activity and performance of a given wave away from the origin is guided by some 517 

internal inbuilt factor which enables it to resist any external interfering influence that is destructive in 518 



16 

 

nature. Consequently, the anomalous behaviour exhibited by the carrier wave during the decay 519 

process, is due to the resistance pose by the intrinsic parameters of the host wave in the constituted 520 

carrier wave in an attempt to annul the destructive tendency of the parasitic wave. It is evident from 521 

this work that when a carrier wave is undergoing attenuation, it does not steadily or consistently come 522 

to rest; rather it shows some resistance at some point in time during the decay process, before it 523 

finally comes to rest.  The attenuation time of the Green’s function representation of the carrier wave 524 

equation lags the attenuation time for the general wave solution. This shows that the retarded 525 

behaviour of the carrier wave described by the Green’s function at some point away from the origin is 526 

much greater than the general wave solution of the carrier wave at the origin. The Green’ function is 527 

spherically symmetric about the source, and falls off smoothly with increasing distance from the 528 

source.  529 

 530 
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APPENDIX: The vector representation shown below is the resultant of the superposition of the 577 

parasitic wave on the host wave. The amplitudes of the waves 1y  , 2y  and the resultant wave y are 578 

not constant with time but they oscillate at a given frequency.  579 

 580 

 581 

 582 

 583 

 584 

 585 

 586 

 587 

 588 

 589 

 590 

 591 

 592 

 593 

 594 

 595 

 596 

 597 

 598 

 599 

 600 

 601 

Fig. A 1:  Represents the host wave 1y  and the parasitic wave 2y   after the interference. The 602 

superposition of both waves 1y and 2y is represented by the carrier wave displacement y . It is clear 603 

from the geometry of the figure: ;;180180 00 λεεµελεµ ′−==−+′+ ( );1800 λεεθ ′−−=  and604 

( )λεεπθ ′−−= . Note that θ is the variable angle between the waves 1y and 2y . 605 

 606 

Let us consider two incoherent waves defined by the non - stationary displacement vectors 607 

                                                   
608 

                                                                   
).(cos1 ε−−= tnrkay

rr

        
                                                                609 

(A. 1)
                                              

 610 

                                                                   ).(cos2 λελλλ ′−′−′= tnrkby
rr

 
                                                             611 

(A. 2)                                  612 

where all the symbols retain their usual meanings. In this study, (A1) is regarded as the host wave. 613 

While (A. 2) represents a parasitic wave with an inbuilt multiplicative factor or raising multiplier614 

( )max,,2,1,0 λλ L= . The inbuilt raising multiplier is dimensionless and as the name implies, it is 615 

capable of gradually raising the basic intrinsic parameters of the parasitic wave. Now let us add the 616 

two waves given by (A. 1) and (A. 2) using vector summation rule. Consequently, after a lengthy 617 

algebra we shall get that the resultant equation y  is given as 618 

 
619 
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(A. 3)                        621 

where 622 
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             623 

(A. 4) 624 

Equation (A. 3) is now the required carrier wave CW equation necessary for our study. It is clear from 625 

(A 3) that when the raising multiplier increases the intrinsic parameters of the parasitic wave to 626 

become equal to those of the host wave then the carrier wave ceases to exist after a specified time. 627 

( )λεε ′−  

y1 y 

y2 

µ  

ε  

λε ′  

 

λε ′  

θ  


