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ABSTRACT 

 
A new speech corpus of connected Bangla words derived from newspapers text corpus 

BdNC01. This has been designed for various research activities related to speaker-

independent Bangla speech recognition. The database consists of speech of 100 speakers, 

each of them speaking 52 sentences as connected words for training database. Another 50 

new speakers were employed to speak all the list of speech to construct a test database. Every 

utterance was repeated 5 times in various days to avoid time variation of speaker property. A 

total of 62 hours of recording makes the corpus largest in its type, size and application area. 

This paper describes the motivation for the corpus and the processes undertaken in its 

construction. The paper concludes with the usability of the corpus. 

 

Keywords: Bangla, Speech Corpus, Vocabulary, Connected Word, BdNC01. 

 

1. INTRODUCTION:  

The construction of standard speech database is an important prerequisite for contemporary 

research activities in speech recognition and understanding. A continuous growth of research 

efforts in corpus-based speech and natural language processing techniques among the 

researchers is seen in various institutes over the world. Since corpus-based methods are found 

as very efficient in most language and speech systems, the reliability of using these methods 

are also increasing with progressive development of language technology. In recent decades 

systems development using language technology has been uplifted by various laboratories, 

industries and also by governments in almost all influential languages. But the history of 



corpus generation and corpus based Bangla speech recognition are not so far and limited 

within past few years. However Bangla is one of the influential languages spoken by about 

260 million people around the world and is 8th most popular language. Till date among the 

few creations of Bangla speech corpora, probably the first step was taken by the Center for 

Development of Advanced Computing (CDAC) of India by creating Bangla Katha Bhandar 

released in 2005 [1]. It was a collection of Annotated Speech Corpus for Bangla. Another 

step of similar work was done by the Center for Research on Bangla Language Processing in 

BRAC University of Bangladesh in 2010 [2]. In between these two, a research project 

financed by the MOSICT of Bangladesh was completed in June, 2008. Under this project a 

large scale speech corpora were recorded in SIPL of Islamic University [3]. The distinction of 

The SIPL speech corpora from other two is that it was designed especially for Bangla speech 

recognition. As the continuation of the project results organizing, labeling and similar other 

processing are still ongoing. A couple of articles have published [4, 5] and several others are 

in processing on these ongoing works. This paper describes the design and development 

processes of the connected word speech corpus. After the basics of speech corpora, a brief 

description of BdNC01 text corpus has been discussed to understand the selection of words 

for speech database design. In the next subsections, speech recording, editing processes and 

final outcome are discussed. The paper concludes with the usability of the corpus. 

2. SPEECH CORPUS FUNDAMENTALS 

Corpus is a collection of written text or recorded speech of a language to discover the units 

and relation among the units of the language. Modern corpora are collected and stored in 

electronic form for efficient statistical analysis using software tools. Corpora are collected 

according to some external criteria to represent a language or language variety so that it can 

be used as a source of data for linguistic research [6]. Speech corpus is created by audio files 

and text transcriptions in a structured database that can be used to train automated system 



which can then be used as a part of speech recognition engine [7]. Speech Corpora may be 

classified in two types as below: 

1. Read Speech - This includes part of Books, Newspaper contents, Broadcast news, Lists of 

words and numbers etc. 

2. Spontaneous Speech - This includes naturally occurred dialogs between two or more 

people, Narratives such as a person telling a story, Class lectures and discussions such as two 

people try to find a common meeting time based on individual schedules. 

There are also some special kinds of speech corpora such as non-native speech databases that 

contain speech with foreign accent or dialect database. 

The Speech corpus is frequently used as the basis for analyzing the characteristics of speech 

signal and the result of analysis then become useful for developing speech generation and 

recognition systems. The speech corpora are growing more complicated and larger in size day 

by day. This is because the computation power is increasing and various robust methods are 

developing in speech technology. One of the selection methods of speech content of a corpus 

is to use the analytical result from a text corpus. For example, a speech corpus of British 

English WSJCAM0 has been recorded at Cambridge University from the Wall Street Journal 

text corpus [8].  An important step before recording a speech corpus is to select popular 

words such that it becomes a representative vocabulary of the language in consideration. 

Since each unknown word causes an average recognition error usually between 1.5 and 2 [9]. 

Therefore the recognizer vocabulary is usually designed with the goal of maximizing lexical 

coverage for the expected input. A most popular approach is to choose the most frequent 

words from a text corpus which means that the reliable vocabulary is highly dependent upon 

the representativeness of the training data [10]. 

The Influential parameters to categorize a speech recognition system are speech types, 

speaker dependency, vocabulary size, etc. The importance of these parameters is context 



sensitive. It depends on the design considerations of a recognition system to be used for a 

specific application or task [11]. There are three types of speech usually feed to the speech 

recognition systems. These are isolated, connected, or continuous speech. Isolated speech 

requires a significant pause between words, may be 250 milliseconds. In isolated speech 

system, one speech file may contain an utterance of a single word or a short string of several 

isolated words. In continuous speech recognition systems, continuous speech flows with a 

rhythm and the words are overlapped each other thus making recognition harder. In between 

these two, connected speech recognizers do not require the intermediate pause between 

inputs, but are able to detect word boundaries within a string of connected speech. However it 

requires careful utterance of each word like a dictation. Though many relevant literatures 

describe connected words and continuous words as alternative terms, but because of vast 

diversity of application it is required to define connected words separately. In fact the way to 

classify ``connected words'' and ``continuous speech'' is somewhat technical. A connected 

word recognizer uses words as recognition units, which can be trained in an isolated word 

mode. Specific and efficient applications of connected word recognizers are found in 

dictation and voice command recognition. Speech recognition systems can be classified 

further as either speaker-dependent or speaker-independent systems. In speaker-dependent 

systems, each speaker enters several samples of each word of expected vocabulary to form 

the reference templates [12]. Other important parameter to design a speech corpus is the 

vocabulary size. The words small, medium and large are usually applicable to vocabulary 

sizes of the order of 100, 1000 and (over) 5000 words, respectively. A typical small 

vocabulary recognizer can recognize only ten digits and a typical large vocabulary 

recognition system can recognize 20000 words [11]. A limited capability automatic dictation 

machine was proposed by Gould, Conti, and Hovanyecz [12] in 1983. They named the 

machine as listening typewriter. The machine was simulated by letter writing task with 



isolated and connected speech databases using various vocabulary sizes.  In their experiment 

the performance of the voice recognizer were estimated for a 1000 word vocabulary and 

various unlimited vocabulary. The 1000 word vocabulary was composed of the 1000 high 

frequent English words. The conclusion of the work indicated that roughly 75% of the words 

used in the letter writing task were available in the 1000 word vocabulary. Therefore in 

dictation and voice command recognition medium size vocabulary may be estimated enough 

for satisfactory performance. 

3. BdNC01 CORPUS AND DATABASE DESIGN 

BdNC01 corpus [13] is a text corpus collected from web editions of several influential 

Bangla newspapers during 2005-2011. BdNC01 contains a large amount of Bangla text 

including more than 11 million word tokens. As a requirement of this work, a program was 

developed using C Language to parse and sort the text in BdNC01 corpus. The resulting 

output of the program was a list of words with their frequency of occurrence in the text. The 

objective of this processing was to select a list of high frequent 1000 or more words so that it 

becomes a good representative of the language in consideration to construct a significant 

connected speech database. A part of the list is shown in Table-1 and top frequent 1000 

words were selected to find some practical Bangla sentences. From three issues of daily 

newspapers picked randomly, 52 sentences were selected such that they include high frequent 

words as above. The list of sentences was accepted for a small-medium vocabulary speech 

database and includes 252 different words in 343 places. The special characteristic of this list 

is that some words are in multiple places with different context.  

 

 

 

 



Table-1: Words are organized with Frequencies count 

 

4. SPEECH ACQUISITION 

The First step in this level is to select good speakers. A notice was published among the 

departments of Islamic University inviting speakers in this regard. A large amount of 

interested students both male and female applied to do the job. An audition was arranged to 

check their comparative efficiency of correct utterance/pronunciation. Depending on their 

performance, 75 male and 75 female speakers were selected to finalize the speaker list. The 

major content of the list was the students of language and computer related departments. The 

selected speakers were very young with age range of 18-25 years. Finally the selected 

speakers were attended a two day workshop. The objective of the workshop was to concern 



the speakers about the theory, methods and work plan of the project. The speakers were given 

practical training of speech acquisition such as headset setting, loudness of utterance etc.  

Speech data was recorded in Laboratory environment by a close-talking directly connected to 

the computer. The speakers were asked to read the text in standard pronunciation as well as 

possible. The whole recording was done in the presence of the researcher who controlled the 

recording. The control includes running the recording script, starting the recording session, 

breaking the recording, playing back the recorded speech, re-recording the sentence if 

required and moving to the next sentence. After the entire session for a reader was finished, 

all the utterances were listened to by the reader and the researcher for corrections. 

Furthermore, as only 8-10 speakers were scheduled to read per day, the researcher was able 

to listen again to the recorded speech at the end of each day to check its quality. There were 

some console operators to help the researcher. Each operator was on charge of a workstation 

and very careful to identify the hesitation or erroneous utterances. In such conditions, he was 

asked the speaker to repeat the utterance until the speaker made correct utterance. The 

recorded speech data were taken with 8 kHz sampling with 8 bit quantization. The recorded 

speech was stored as wav file format in various lengths depending on the speaker’s ability to 

speak over a length of continuous time. Connected Words were uttered with a minimum 

pause between two consecutive words. The speakers were very much conscious about the 

context dependence of word utterances. The final result was that the speaker speaks normally 

but with a word-short pause-word style which ensure a minimum separation between two 

consecutive words. Depending on the speaker’s ability, the total text was recorded and stored 

as wav file format in two or three primary unedited files. The speakers were trained and 

directed continuously to maintain the similar rhythm in text reading to ensure the same 

utterance of text.  

 



 
 
Figure-1: Two edited and finalized files with three (minimum) and eleven (maximum) words. 

 

5. SPEECH EDITING AND LABELLING 

It was necessary to check the recorded data from the following points: difference between the 

utterance and the utterance list, degree of dialectal accent, speech rate, clarity of 

pronunciation, recording level, noise, etc. There are some speakers with very low speech 

level and it was possible to magnify the amplitude of such speech data to a suitable level. 

However, the recording was carried out in an environment, which was not truly noiseless. 

The recoding instruments were also produced a little noise in some cases. All types of 

problems were identified and corrected during editing phase. Noiseless clean speech files 

were separated from the noisy speech files. Noisy files were cleaned using various filters and 

tagged with a comment. The original unedited recorded files were edited so that each file 

contains one complete sentence. As the HMM Toolkit developed by Cambridge University 

Engineering Department has already proved its efficiency by being used frequently by most 

of the research workers, the database was labeled by following the specified format of speech 

data, this made it ready for use in HMM Toolkit for evaluation [14]. Two edited and finalized 

files are shown in figure-1. As shown in the figure minimum length file contains 3 words 

with duration of 2.3 seconds and maximum length file contains 11 words with duration of 8.5 



seconds. The estimated average time required for each file was 5.4 seconds. The total 

recording time for connected words database was about 62 hours after editing and labeling.  

6. RESULTING CORPUS  

Four types of speech corpus resulting from the text corpus were recorded and the summary of 

the developed speech corpus are given below table-2. 

 
Table-2: Corpus Description 

Contents Vocabulary 
No. of 

words in 
each file 

No. of 
Training Files 

No. of 
Test 
Files 

Total no. 
of Files 

Total 
recording time 

(Approx.) 
Connected 

Words 
252 3-11 26000 15600 41600 62 Hours 

 
 
Test Speakers: 50 Male and 50 Female Students of 18-25 ages 

Training Speakers: 25 Male and 25 Female Students of 18-25 ages 

Recording environment: Recorded in a laboratory environment with a close talking 

microphone.  

Recording media: Recorded on computer HDD (8 kHz sampling, 8 bit quantization), Copied 

later into CD’s and DVD’s for distribution. 

7. DISCUSSION AND CONCLUSION 

One of the advantages of newspaper corpus is that it reflects the current tradition of a 

language. Therefore the speech database with most frequent words from BdNC01 corpus is 

reasonably representative and covered the current tradition of Bangla language uses. Before 

recording a speech corpus, careful selection of vocabulary is important to maximize the 

lexical coverage from the expected input language. A straightforward approach is to choose 

the N most frequent words in the training data and from section-2, it may be concluded that 

1000 most frequent words may be estimated enough for satisfactory performance in dictation 

and voice command recognition systems. From section-3, 52 sentences were selected such 



that the corpus includes words only from 1000 high frequent words of BdNC01 text corpus. 

A standard ASR system is based on a set of acoustic models that link the observed features of 

the voice signal to the expected phonetics of the hypothesis sentence. The most typical 

implementation of this process is probabilistic, namely Hidden Markov Models (HMM) [15]. 

The evaluation of constructed speech database is imminent as it is formatted to use with 

HMM toolkit and the necessary next steps is ongoing. With the best of our knowledge these 

are the first speech corpus in Bangla language in its size, type and coverage. The achievement 

from this work will construct a fundamental base in speech recognition research in Bangla 

especially in dictation and command processing. 
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