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ABSTRACT 4 
 5 
In recent times, there is a paradigm shift from the use of paper based systems to the use of software 
systems in all spheres of life. However, the development of high quality, cost effective and useable 
software systems is a major challenge. One of the major obstacles confronting the successful 
implementation of software systems is the inability to implement all stakeholders’ requirements in 
software development projects. This constraint is usually due to limited human resources, budget and 
time. Thus, most software systems have failed. It therefore becomes pertinent to prioritize software 
requirements. Requirement prioritization involves the selection of requirements that are considered 
more important from an accumulated list of stakeholders’ requirements. There are two techniques that 
are used for categorizing software requirements. These techniques include the requirement 
prioritization methods and the negotiation method. Requirement prioritization methods are based on 
different scales which include nominal scale, ordinal scale and ratio scale. The accuracy of these 
methods however is a challenge especially when prioritizing large number of requirements. 
Aims: Hence, this paper reviews different techniques for prioritizing requirements by highlighting their 
strengths and weaknesses. Techniques such as binary search tree, AHP, hierarchy AHP, priority 
group/Numerical Analysis, bubble sort, MoSoW, simple ranking and Planning Game were analyzed 
and compared in this study.  
Methodology: The study is based on previous literature on requirement prioritization. 
Results: The study showed that numerical assignment and simple ranking methods require less time 
in the prioritization process and they also have low scalability and reliability. The study also showed 
that the analytic hierarchy process requires more time for requirement prioritization; it is reliable but it 
is not scalable. The study also revealed that it is difficult to prioritize requirement with the existing 
prioritization techniques when multiple stakeholders are involved. 
Conclusion: The study suggests that future researches should be based on the design of a 
requirement prioritization technique that will have the ability to accommodate large stakeholders and 
requirements. 
 
 6 
Keywords: requirements, requirement engineering, requirement prioritization, software,  7 
 8 
 9 
 10 
1. INTRODUCTION (ARIAL, BOLD, 11 FONT, LEFT ALIGNED, CAPS) 11 
 12 
The use of software systems is increasingly becoming an integral part of all spheres of lives such as 13 
banking system, educational system and the healthcare system. For instance, in 2009, President 14 
George Bush set the goal of providing every American citizen with the ability to have Electronic Health 15 
Records (EHRs) by 2014 [1]. Furthermore, President Barack H. Obama signed into law the American 16 
Recovery and Reinvestment Act, which reserves $17 billion exclusively for the development of EHR 17 
systems [2]. This is because software systems play key roles in healthcare by reducing medical errors 18 
and cost, facilitating interoperability amongst healthcare providers and patients as well as providing 19 
facilities for remainders and appointment scheduling. However, as the use of software system 20 
becomes prevalent in all sectors of life so also is the volume of requirements derived from its 21 
stakeholders. Consequently, the requirements elicited from stakeholders are usually competing, 22 
conflicting and ambiguous.  Hence, research has shown that about 70% of software systems have 23 
failed or have not satisfied the end users [3]. Consequently, people avoid the use of software systems 24 
even after investing much expense and time. One of the major factors responsible for this challenge is 25 
the impossibility of implementing all stakeholders’ requirements into the software system due to 26 
limited human resources, budget and time. Hence, there is a need to prioritize software requirements.  27 
Requirements prioritization according to Karlsson and Ryan [4] is the process of selecting the 28 
appropriate set of requirements from a multitude of competing and conflicting expectations elicited 29 
from various stakeholders involved in a software development project. Conversely, Firesmith [5] 30 
defines requirements prioritization as the process of determining the implementation order of the 31 



requirements for implementing a software system. The benefits of requirement prioritization are 32 
numerous. For instance, Karlsson and Ryan [4]. pointed out that requirement prioritization reduces 33 
software development cost and time by 40%. In addition, requirement prioritization helps to identify 34 
the most valuable requirements from a set of voluminous and ambiguous requirements as well as 35 
reduce software failure. Berander and Andrews [6] emphasized that requirement prioritization resolve 36 
disagreements or disparities amongst stakeholders. Hence, requirement prioritization improves the 37 
quality of a software release. Requirement prioritization can therefore be said to be one of the most 38 
crucial stages in software development process.  39 
There are two techniques that are used for categorizing software requirements. These techniques 40 
include the requirement prioritization methods and the negotiation method. Requirement prioritization 41 
methods are categorized on three basic scales which include nominal scale, ordinal scale and ratio 42 
scale [7].  In nominal scale, requirements are assigned to different priority groups, whereby all 43 
requirements in one priority group are of equal priority.  The ordinal scale method usually results in an 44 
ordered list of requirements while the ratio scale method provides the relative difference between 45 
requirements. Requirements negotiation focuses on the assignment of priorities to requirements 46 
through the consensus of the stakeholders. Typical example of requirement negotiation is winwin 47 
method. Each of this technique is characterized by different challenges which include reliability 48 
problems, problems of consistency check, reliability with multiple stakeholders and difficulty when 49 
prioritizing large numbers of requirements [7]. Hence, it becomes difficult for stakeholders to choose 50 
the right technique when prioritizing requirements. Consequently, this study examines diverse 51 
requirement prioritization techniques with the aim of assisting stakeholders to choose the right 52 
requirement prioritizing technique during a software development project.  53 
 54 
2. OVERVIEW OF SOFTWARE REQUIREMENT 55 
There is no precise definition for software requirements as different authors view software 56 
requirements in different contexts. For instance, IEEE [8] defines a requirement in the following ways: 57 

a. A condition or capability needed by a user to solve a problem or achieve an objective.  58 
b. A condition or capability that must be met or possessed by a system or system component to 59 

satisfy a contract, standard, specification, or other formally imposed documents. 60 
c. A documented representation of a condition or capability as in (a) or (b).  61 

Furthermore, the International Standard Organization [8] defined a requirement as a statement which 62 
translates or expresses a need and its associated constraints and conditions. In addition, Saranya et 63 
al. [9] viewed software requirements as what a system is required to do along with the environment it 64 
is intended to operate in. According to Saranya et al. [9], software requirements provide the 65 
description of a system, its behavior or functionalities, application domain information, system 66 
constraints, specifications and attributes. Gambo et al. [10] also viewed a requirement as an 67 
expression of what a software product must do to add value for its users and an expression of the 68 
limitations on the choices that developers make when implementing the software. Software 69 
requirements may be categorized as user requirements and system requirements [11]. Maiden [12] 70 
refers to a user requirement as an instruction which a user provides while a system requirement 71 
expresses a desirable property of a system that leads to the achievement of at least one user 72 
requirement. Requirements may also be classified as primary requirements and derived requirements. 73 
The primary requirements are those requirements that are elicited directly from the stakeholders while 74 
the derived requirements are those requirements that are obtained from the primary requirements. 75 
Requirements according to Aggarwal and Singh [13] may also be known, unknown or undreamt. The 76 
known requirements are those that the stakeholders believe must be implemented, the unknown 77 
requirements are those that are usually forgotten by the stakeholders because they are not urgently 78 
needed while the undreamt requirements are those requirements that the stakeholders may not think 79 
of due to the limitation in the domain knowledge.  The requirements elicited from stakeholders may be 80 
functional or nonfunctional regardless of its category. Functional requirements (FRs) describe system 81 
services or functions while nonfunctional requirements (NFRs) are quality requirements that stipulate 82 
how well a system performs its functions.  Non-functional requirements are therefore attributes that 83 
the system must possess.  84 
 85 
 86 
3.  REQUIREMENT PRIORITIZATION 87 
Software is critical to the advancement of almost all areas of human endeavors. Software however is 88 
more than writing programs. It consists of programs; documentation of any facet of the program and 89 
the procedures used to setup and operate the software system [13].  There have however been 90 
serious challenges on the cost, timeliness, maintenance as well as the quality of several software 91 



products. Software engineering has no doubt helped in resolving these problems by producing 92 
software systems that are developed within a stipulated time and budget and are also of high quality 93 
and useable. One of the most crucial activities in software engineering is requirement engineering. 94 
Requirement engineering can be defined as a disciplined application of proven principles, methods, 95 
tools and notations that are used to describe a proposed software intended behavior and its 96 
associated constraints [13]. The processes used for requirement engineering vary widely depending 97 
on the application domain, the people involved and the stakeholders involved in the software 98 
development process. However, there are generic activities that are common to the requirement 99 
engineering process. These activities are iterative in nature and they include requirements elicitation, 100 
requirements analysis, requirements documentation and requirements review. Requirement elicitation 101 
is basically the process of gathering requirements by reviewing available documents, observing 102 
existing systems and interacting with the stakeholders through techniques such as interviews, 103 
scenarios, brainstorming, Facilitated Application Specification Technique (FAST) as well as Quality 104 
Function Deployment (QFD). The requirements gathered are analyzed to identify inconsistencies, 105 
contradictions, defects and omissions. This is to ensure that the requirements are correct, complete, 106 
consistent and unambiguous.  Requirement prioritization is one of the major activities carried out 107 
during requirement analysis.  Requirement documentation ensures that requirements are presented in 108 
a consistent formant while requirement review ensures that the quality of the SRS is improved.  109 
Requirements prioritization as one of the most important activities of requirement engineering is 110 
concerned with the selection of the most significant requirements from a list of voluminous 111 
requirements gathered from diverse stakeholders. Requirements prioritization according to Avesani et 112 
al. [14] is the process of deriving an order relation on a given set of requirements, with the ultimate 113 
goal of obtaining a shared rationale for partitioning them into subsequent product releases. Hence, 114 
the basic goal of requirement prioritization according to Achimugu [15] is to select the most important 115 
requirements from the set of candidate requirements as perceived by relevant stakeholders. In 116 
addition, Firesmith [5] viewed requirements prioritization as the process of determining the 117 
implementation order of the requirements that are to be implemented in a software system. 118 
Requirement prioritization can therefore be said to be one of the most essential activities of software 119 
engineering as it involves making critical decisions that will make the software useable, cost effective 120 
and of high quality. Fig.1. shows the relationship between requirements prioritization, requirements 121 
engineering and software engineering.  122 
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 128 
Fig.1. Relationship between software engineering, requirements engineering, requirements 129 
analysis and requirements prioritization (Adapted from [7]) 130 
 131 
3.1 Dimensions for Prioritizing Software Requirements 132 
There are different aspects or dimensions that are used for prioritizing requirements [16]. These 133 
factors include importance, time, cost, value, penalty, risk as well as precedence.  134 
3.1.1 Importance 135 
Importance according to Ma [7] is a multifaceted term that denotes high market value, high quality of 136 
the product, or urgency of implementation. Hence, requirements of high importance are given higher 137 
priorities.  138 
3.1.2 Time 139 
Time refers to the total time spent on successfully implementing a candidate requirement. 140 
3.1.3 Risk 141 
Mursu [17] defined risk in software development as a product of uncertainty associated with other 142 
project risk factors and the magnitude of potential loss due to project failure. In addition, Mustafa and 143 
Al-Bahar [18] view risk as the degree of likelihood that a project will fail to achieve its time, cost or 144 
quality goals. The definitions of risk basically have two characteristics which are probability and loss. 145 
Risk probability is the likelihood that a risk would occur while loss is defined as an outcome that fall 146 
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short of what is expected by the stakeholders. Boban et al. [19] identified the causes of requirement 147 
risk as lack of clear product vision, lack of agreement on product requirements, un-prioritized 148 
requirements, new applications with uncertain requirements, rapidly changing requirements, 149 
ineffective requirements, change management process and inadequate impact analysis of 150 
requirements changes. If requirements-related risk factors are not controlled, a software system that 151 
does not meet the users’ expectations will be developed, the cost of maintaining and enhancing such 152 
systems may be high, and the system may be unreliable and prone to errors [20]. 153 
3.1.4 Cost 154 
 Cost is the amount spent on successfully implementing candidate requirements. 155 
3.1.5 Value 156 
 Value is the importance attached to a set of requirements when compared to other requirements  157 
3.1.6 Penalty 158 
Penalty refers to the consequences that are faced if a requirement is not implemented.  159 
3.1.7 Precedence 160 
 Precedence refers to the condition that requires the completion of a set of requirements before 161 
another set of requirements are implemented.  Hence, requirements prioritization can be said to be 162 
aimed at selecting the most appropriate requirements from a set of candidate requirements in order to 163 
satisfy the interests, technical constraints and preferences of the stakeholders involved in the 164 
software development process [21].  165 
Karlsson et al. [22] posit that requirement prioritizing consist of three consecutive stages which 166 
include preparation, execution and presentation stages. In the preparation stage, the stakeholders 167 
structure their requirements according to the principles of the requirement prioritization method to be 168 
used. In the execution stage, the actual requirement prioritization is done using the information 169 
provided in the preparation stage while the result of the prioritization are presented to the 170 
stakeholders involved in the software development process in the presentation phase. This process is 171 
illustrated in Fig. 2.  172 
 173 
 174 
 175 
 176 
  177 
 178 
Fig.2. Stages of Requirement Prioritization  179 
 180 
3.3 Benefits and Challenges of Prioritizing Software Requirements 181 
The advantages of requirement prioritization are numerous. Hence, different authors have highlighted 182 
the benefits of requirement prioritization at various times. For instance, Kukreja [23] reported that 183 
requirement prioritization facilitates users’ involvement in the software development process. Hence, 184 
all stakeholders involved in the system development agree on the requirements that a particular 185 
software release should contain. Another benefit of requirement prioritization as viewed by Hatton [16] 186 
is that requirements prioritization reduces software failure which is a major challenge in software 187 
development process. This is in line with the research result of Chaos [24] which reported that only 188 
32% of software development projects are delivered on time, on budget, and with the required 189 
features and functions, 44% are delivered late, over budget, and/or with less than the required 190 
features and functions while 24% of software development projects are usually terminated before 191 
completion or delivered but never used. Hence, prioritizing requirements will reduce the probability of 192 
software failures. Requirement prioritization helps to manage limited resources such as cost and 193 
duration of a software project by addressing high priority requirements before the consideration of low 194 
priority ones. Furthermore, requirement prioritization helps in planning for software releases since not 195 
all the requirements elicited from multiple stakeholders can be implemented in a single software 196 
release [25]. In addition, prioritizing requirements leads to increased users’ satisfaction because it 197 
increases the likelihood that the stakeholders’ most significant requirements are implemented and 198 
delivered first [5].  199 
In spite of the numerous benefits of requirements prioritization, there are several challenges that are 200 
associated with prioritizing requirements. One of the major factors hindering requirement prioritization 201 
is changing priorities which are usually caused by changing stakeholders and requirements. The 202 
stakeholders in a software development project may change and this might result in the change of the 203 
software requirements as well as the change in the priorities of requirements [26]. In addition, the 204 
diverse views of stakeholders make it very difficult for the system analyst to identity requirements that 205 
are of high priorities. It is also difficult to efficiently prioritize requirements in domains such as the 206 
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healthcare domain with large requirements. This is because this domain is made up of diverse user 207 
communities who have different requirements and priorities that may be incompatible, conflicting or 208 
contradictory.  It is also difficult to prioritize requirements when resources such as cost and time are 209 
limited. Lack of trust amongst stakeholders can also be a major challenge of requirement 210 
prioritization. This is because customers that desire to implement all software requirements might 211 
assume that the developers only  desire to prioritize the requirements because of their desire to 212 
eliminate some of the more difficult or risky requirements [5]. 213 
 214 
4.  REQUIREMENT PRIORITIZATION TECHNIQUES 215 
Requirement prioritization techniques can be divided into two categories. These include requirement 216 
prioritization methods and requirement negotiation approaches.  217 
   218 
4.1 Requirement Prioritization Methods 219 
The requirement prioritization methods are based on assigning values to software requirements. 220 
There are several methods used for prioritizing requirements. These prioritization techniques can be 221 
categorized as nominal scale, ordinal scale, ratio scale, machine learning methods and hybridized 222 
techniques as shown in Fig.3  223 
 224 
4.1.1 Nominal Scale Method 225 
In the nominal scale method, requirements are assigned to different priority groups such that the 226 
requirements in a particular group have equal priorities. Examples of nominal scale requirements 227 
prioritization method include numerical assignment MoScoW and requirement triage.  228 
 229 
4.1.1.1 Numerical assignment  230 
 In numerical assignment method, requirements are classified into different groups based on the 231 
levels of their priority, such that the requirements in a group are of equal priority. Typical examples of 232 
priority groups include low, medium and high [27]. Another example of a priority group include critical, 233 
standard and optional. Another approach to this method is presented by Brackett [28] who classified 234 
requirements on a scale of 1 to 5, where the numbers 1-5 indicate the following 235 

1. Does not matter  236 
2. Not important  237 
3. Rather important.  238 
4. Very important and  239 
5. Mandatory.  240 

Finally, the average value given by all stakeholders are considered as the ranking for the requirement. 241 
The difficulty of this approach is that the requirements in each group have the same priority, which 242 
means that each requirement does not get a unique priority [29, 30]. In addition, it is difficult to 243 
determine absolute information because different stakeholders have diverse opinions which make the 244 
information obtained relative [31]. In addition, the classification of requirements into different groups 245 
might confuse the stakeholders [32, 33] 246 
 247 
 248 
 249 
 250 
 251 
 252 
 253 
 254 
 255 
 256 
 257 
 258 
 259 
 260 
 261 
 262 
 263 
 264 
 265 
 266 



 267 
 268 
 269 
 270 
 271 
 272 
 273 
 274 
 275 
 276 
 277 
 278 
 279 
 280 
 281 
 282 
 283 
 284 
 285 
 286 
 287 
 288 
 289 
 290 
 291 
 292 
 293 
 294 
 295 
 296 
 297 
 298 
 299 
Fig.3. Requirement Prioritization Methods (Adapted from [15]) 300 
 301 
4.1.1.2 MoScoW 302 
This is another form of numerical assignment method that groups requirements into four priority 303 
groups. These groups include MUST have, SHOULD have, COULD have and WONT have.  304 
Requirements in each of these groups are also of equal priority. The requirements in the “Must have” 305 
group are those that must be implemented in the software before it is released while the “Should 306 
have” group represents requirements that are also important but not necessary for delivery in the 307 
current software release. In addition, the requirements in the “Could have” group are desirable but not 308 
necessary, and the requirements in this group will only be implemented if time and resources are 309 
abundant. The “Won’t have” group contains requirements that are of low priority and are not 310 
appropriate for the software release.  The disadvantage of the MoSCoW prioritization technique is 311 
that requirements are ambiguous when it comes to the “Wont have” group as it does not specify when 312 
the requirements in this group would be implemented. 313 
 314 
4.1.2.3 Top-Ten Requirement 315 
In the top-ten requirements approach, the stakeholders are allowed to choose their top-ten 316 
requirements from a set of requirements. This approach is suitable when there is a small number of 317 
requirements and stakeholders. 318 
 319 
4. 1. 2 Ordinal Scale  320 
The ordinal scale techniques according to Ma [7] result in an ordered list of requirements. Examples 321 
of methods that employ the ordinal scale techniques include the simple ranking method, the bubble 322 
sort method, binary search tree and the btree method.  323 
 324 
4.1.2.1 Simple Ranking Method 325 
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In the simple ranking method, requirements are ranked from 1 to n, where n is any integer value that 326 
represents the number of requirements.  Requirements with higher priority are ranked 1 while lower 327 
priority requirement are ranked n.  The advantage of this method is that each requirement has its own 328 
numerical value. The drawback of this technique is that it does not provide criteria for categorization 329 
[35]. It is also difficult to implement on large number of requirements. 330 
 331 
4.1. 2.2 Bubble sort 332 
The bubble sort method according to Aho et al. [36] is a method for sorting elements. In this 333 
technique, adjacent requirements are compared in a pair-wise manner and swapped if they are in the 334 
wrong order. This process continues until no more swaps are required which is an indication that the 335 
list of requirement is sorted [37]. The major drawback of the bubble sort method is that it is difficult to 336 
evaluate the relative priority differences among the requirements [15].  337 
 338 
4.1. 2.3 Binary search tree 339 
The binary search tree is a tree that has a parent-child relationship. The parent node usually contains 340 
at most two children [36].  Each parent node in the tree represents a requirement. Requirements with 341 
lower priority are arranged on the left side of the parent node while requirements placed on the right 342 
side of the parent node are of higher priority. A parent node with no child node is referred to as a leaf. 343 
It is however difficult to evaluate the relative priority differences among requirements [37].  In addition, 344 
the binary search tree produces unreliable results [38]. Another major criticism of the binary search 345 
tree is that it only provides a simple ranking of requirements without assigning any priority values [38]. 346 
 347 
4.1. 2.4 Btree 348 
 Btree uses the same concept as the Binary search tree. The advantage of the Btree method over the 349 
binary search tree is that it reduces the number of requirements compared.  350 
 351 
4.1.3 Ratio Scale Method 352 
The ratio scale is usually believed to be the most viable of all the scales because it has the capacity of 353 
ordering, as well as determining intervals or relative difference between requirements. Typical 354 
examples of requirement prioritization method that employ the ratio scale method include the hundred 355 
dollars or cumulative voting method, Analytic Hierarchy Process (AHP) Cost-Value Approach and the 356 
value orientated prioritization.  357 
 358 
4.1. 3.1 Hundred Dollar Method 359 
The hundred dollars or cumulative voting method is otherwise known as proportional technique. It was 360 
introduced by Leffingwell et al. [39]. The hundred dollars method was designed to determine 361 
important requirements by distributing a fabricated $100 note across requirements according to their 362 
degree or level of importance. The requirements are then sorted in ascending order in order to 363 
determine the number of dollar notes each requirement has earned. The drawback of this technique is 364 
that it is not suitable for a large number of requirements. 365 
 366 
  367 
 368 
4.1. 3.2 Analytic Hierarchy Process (AHP) 369 
The AHP was introduced by Thomas Saaty in 1980 for complex decision making. AHP was applied to 370 
software engineering by Joachim Karlsson and Kevin Ryan in 1997 [40]. AHP involves the pair-wise 371 
comparison of requirements in order to determine which of the two is of higher priority and to what 372 
extent. If n requirements are to be prioritized using AHP, then n*(n-1)/2 pair-wise comparisons are 373 
required. AHP results in n by n matrix for n requirements. AHP uses a preference scale which 374 
generally ranges from 1 to 9, where 1 indicates requirements of equal value and 9 indicates extreme 375 
value [41]. The preference scale used for the AHP technique is as shown in Table.1.  376 
 377 
 378 
 379 
 380 
 381 
 382 
 383 
 384 
 385 



 386 
Table 1. Preference Scale Used for the AHP Technique (Karlsson and Ryan, 1997) 387 

Particulars Value Methods 

1 of equal value two requirements are of equal value 

 

3 slightly more 

value 

experience diligently favours one 

requirement over the other 

7 essential or 

strong value 

a requirement is strongly favoured and its 

dominance is demonstrated in practice 

9 extreme value the evidence favouring one over another is 

of the highest possible order of affirmation 

2,4,6,8 intermediate 

values between 

two adjacent 

judgments 

when compromise is needed 

Reciprocals if requirement i 

has one of the 

above numbers 

assigned to it 

when compared 

with 

requirement j, 

then j has the 

reciprocal value 

when compared 

with i 

 

 388 
 389 
The AHP method according to Mead [34] consists of five basic steps which include:  390 

1. The review of candidate requirements for completeness.  391 
2. The application of pair-wise comparison method to assess the relative value of the candidate 392 

requirements.  393 
3. Assessing the relative cost of implementing each candidate requirement.   394 
4. Calculate the relative value and implementation cost of each requirement candidate and plot 395 

each on a cost-value diagram.  396 
5. Use the cost-value diagram as a map for analyzing the candidate requirements.  397 

One of the major advantages of the AHP is that it is reliable because it computes consistency ratio 398 
across requirements to enhance clarity [15]. Another benefit of the AHP is that the resulting priorities 399 
are relative and this provides useful assessments of requirements [42]. However, one of the major 400 
drawbacks of this technique is that it is not reliable in environments with multiple stakeholders. Hence, 401 
the use of AHP seems not feasible with large number of requirements. In addition, AHP is very time 402 
consuming. It has also been observed that AHP contains a huge amount of redundancy [43]. 403 
 404 
4.1. 3.3 Cost-value approach 405 
This approach was introduced by Karlsson and Ryan [25]. This approach uses the AHP technique to 406 
compare requirements in pair-wise manner based on the relative values and cost of implementing the 407 
requirements. However, studies have shown that the Cost-Value approach is also time consuming 408 
[15]. 409 
 410 
4.1.3.4 Wiegers’ Matrix Approach  411 



This technique uses a simple spreadsheet model to estimate the relative priorities for a set of software 412 
product feature. This technique is based on weighted assessments of perceived value, relative 413 
penalty, anticipated cost, and technical risks. The fundamental difficulty with Wiegers’ matrix approach 414 
is that the value assigned to a given requirement does not necessarily determine if the requirement 415 
meets key business core values. 416 
 417 
4.1. 3.5 Hierarchical AHP 418 
 The Hierarchy AHP was developed by Karlsson et al. [22] as a refinement of the AHP method. The 419 
hierarchical AHP structures requirements in a hierarchy and uses the AHP method to prioritize 420 
requirements at the same level of hierarchy. The hierarchical AHP reduces the number of 421 
requirements compared in a pair-wise manned as against the AHP method.  Hence, redundancy is 422 
reduced. 423 
 424 
4.1. 3.6 Value Oriented Prioritization (VOP) 425 
VOP prioritizes requirements based on business values and the relative relationships among those 426 
values. This method is not suitable for large projects. 427 
 428 
4.1.4 Machine Learning Techniques  429 
The machine learning techniques use weighting scales or linguistic weights to prioritize requirements 430 
based on predefined criteria using learning algorithms [15]. Typical machine learning techniques 431 
include fuzzy AHP and Evolve [15]. 432 
 433 
4.1. 4.2 Fuzzy AHP 434 
The Fuzzy AHP method involves the use of normalized triangular fuzzy weights to rank requirements 435 
[44]. This technique is however not scalable and it does not give room for requirements 436 
interdependencies [45]. 437 
 438 
4.1. 4. 2 Evolve 439 
Evolve is based on generic algorithm in numerous iterations but has its roots in AHP. In the Evolve 440 
prioritization technique, a prioritization matrix is constructed from the weights of the business values of 441 
the stakeholders. The major benefits of the Evolve technique are its ability to allow late changes in 442 
requirements and changes in the weights assigned to stakeholders [31]. Evolve does not support 443 
requirements evolution or rank update [46].  444 
 445 
4.1. 5 Hybridized Techniques 446 
These techniques combine the features of the nominal scale, ordinal scale and the ratio scale 447 
methods. Requirement prioritization methods under this category include the Planning Game method, 448 
requirement triage [7]. 449 
  450 
4.1. 5.1 Planning game 451 
 This method is based on extreme programming [47]. The planning game combines the numerical 452 
assignment technique and ranking technique to perform requirements prioritization. Requirements 453 
according to Beck [48] are first prioritized into three groups which include those without which the 454 
system will not function, those that are less essential but provide significant business value, and those 455 
that would be nice to have. After assigning the requirements into the three groups, the programmer 456 
estimates how long time each requirement would take to implement and then begin to sort the 457 
requirements into three different groups. This method does not scale well with large number of 458 
requirements. 459 
 460 
4.1. 5.2 Requirements triage 461 
The word triage has its origin in the medical field. The word triage was used to classify patients based 462 
on how much benefit they derive from medical treatment. For instance, during a triage, disaster 463 
victims were categorized into three groups; those that would only recover if they receive medical 464 
attention, those that would recover regardless of treatment, and those with no hope of recovery. 465 
Hence, requirements triage is aimed at establishing the relative priorities for requirements by 466 
estimating the resources necessary to satisfy each requirement [34].  At this point, the stakeholders 467 
determine the requirements that must be included and those that must be excluded. This process 468 
leaves a set of requirements which the stakeholders can choose from. Thereafter, requirements that 469 
are more important are prioritized by AHP, simple ranking or $100 method. 470 
 471 



4.2 Requirement Negotiation 472 
Requirements negotiation focuses on the assignment of priorities to requirements through the 473 
consensus of the stakeholders. Typical example of requirement negotiation is winwin method, multi-474 
voting system and ping pong balls. 475 
 476 
4.2.1 Winwin 477 
In the winwin technique, the stakeholders agree on the requirements that are of utmost importance to 478 
them. The major difficulty of this technique is that the stakeholders might have difficulty in agreeing on 479 
the requirements [14] 480 
 481 
4.2.2 Multi voting system  482 
This technique allows stakeholders to vote for the requirements that are of utmost importance to 483 
them. The requirements with the highest number of vote are considered the most important. 484 
 485 
4.3.3. Ping Pong Balls 486 
In the ping pong balls technique, stakeholders are given ping pong balls which represent each of the 487 
requirements. Stakeholders are then asked to choose from the ping pong balls. The requirement with 488 
the highest priority is determined by the highest number of ping pong balls chosen. This method is not 489 
effective when large number of stakeholders is involved.   490 
 491 
4.3.4. Dot Voting 492 
In dot voting, stakeholders are requires to rank requirements with sticky dots. Requirements with 493 
higher dots are considered more important. Again, this technique is not suitable for larger number of 494 
stakeholders and requirements.   495 
 496 
5.0 A COMPARATIVE ANALYSIS OF REQUIREMENT PRIORITIZATION TECHNIQUES 497 
This section reviews requirement prioritization techniques based on scalability, reliability with multiple 498 
stakeholders, cost, time consumed, ease of use and consistency check. Table 2 shows a comparative 499 
analysis of requirement prioritization techniques. 500 
 501 
Table 2. A Comparison of Requirement Prioritization Techniques 502 
 503 

 Requirement 
Prioritization 
Technique 

Scale of 
Measurement 

Scalability/ 
ability to 
handle large 
number of 
requirements 

Reliability 
with 
multiple 
stake 
holders 

time 
consumed 

ease 
of use 

users’ 
confidence 

consistency 
check 

1 Numerical 

Assignment 

Nominal low low low high high none 

2 Moscow Nominal low low low high high none 

3 Top-Ten 

Requirement 

Nominal low low low high high none 

4 Simple Ranking 

Method 

Ordinal low low low high high none 

5 Bubble sort Ordinal low low low high high none 

6 Binary Search 

Tree 

Ordinal low low low high high none 

7 BTree Ordinal low low low high high none 

8 Hundred Dollar 

Method 

Ratio low low low high high none 

9 Cost-Value Ratio low low low high high high 

10 Weigers’ Matrix Ratio low low low high high none 

11 AHP Ratio low low high low low high 

12 Hierarchical Ratio low low high low low high 



AHP 

13 VOP Ratio low low low low low high  

14 Fuzzy AHP Machine 

learning 

low low low low low high 

15 Evolve Machine 

learning 

low low low low low none 

16 Planning Game norminal/ 

ordinal 

low low high high high none 

17 Requirement 

Triage 

norminal/ 

ratio 

low low low high high none 

18 Winwin negotiation low low low high high none 

19 Multivoting negotiation low low low high high none 

20 Ping pong balls negotiation low low low high high none 

21 Dot voting negotiation low low low high high none 

 504 
 505 

 506 
 507 
 508 
Fig.4. Characteristics of Requirement Prioritization Techniques 509 
 510 
In Table 2 and Fig. 4, twenty one requirement prioritization techniques were compared. The study 511 
examined three nominal scale requirement prioritization methods. These methods include numerical 512 
assignment, top-ten requirements and Moscow. Table 2 shows that these methods are not scalable 513 
when multiple requirements are involved in requirement prioritization. In addition, these methods are 514 
not reliable when multiple stakeholders are involved in requirement prioritization. The time taken to 515 
prioritize requirements with these techniques is low. These methods are easy to use and users’ 516 
confidence is high when using these techniques are deployed for requirement prioritization. However, 517 
these methods lack the facility for consistency check. The study also examined four ordinal scale 518 
methods, specifically, simple ranking method, bubble sort, binary tree and B-Tree. These methods are 519 
also not scalable when diverse requirements are involved in requirement prioritization; they are not 520 
reliable when multiple stakeholders are involved in requirement prioritization and they do not consume 521 
so much time during requirement prioritization.  The findings from the study also revealed that these 522 
techniques are easy to use and the users’ confidence is high. AHP, hierarchical AHP, Weigers’ Matrix, 523 



cost value and VOP were the requirement prioritization techniques studied based on ratio scale. The 524 
study revealed that these methods are not scalable when multiple requirements are involved in 525 
requirement prioritization; they are not reliable when multiple stakeholders are involved in requirement 526 
prioritization, they are not easy to use and users’ confidence is low. Cost value, Weigers’ Matrix and 527 
VOP do not consume so much time during requirement prioritization, while the time taken to prioritize 528 
requirements with AHP, hierarchical AHP is high. However, the ratio based requirement prioritization 529 
techniques compared have the facility for consistency check. Furthermore, two hybridized 530 
requirement prioritization methods were also studied. These include the planning game method and 531 
the requirement triage. These methods are also not scalable when multiple requirements are involved 532 
in requirement prioritization and they are not reliable with multiple stakeholders. However, the time 533 
taken to prioritize requirements with planning game techniques is high; while it takes less time to 534 
prioritize requirements with requirement triage. Both methods are easy to use and users’ confidence 535 
with both methods is high. In addition, four requirement negotiation techniques were studied. These 536 
techniques include multi-voting, win-win, dot voting and ping-pong. The result of this study further 537 
revealed that these methods are not scalable when numerous requirements are involved, they are not 538 
reliable with several stakeholders, they require less time for requirement prioritization, they are easy 539 
to use and users’ confidence is high when using these techniques for requirement prioritization. 540 
However, they lack the facility for consistency check. It can therefore be deduced from Table 2 that 541 
the users’ confidence and ease of use are directly proportional. Hence, the easier the requirement 542 
prioritization technique, the more confident the user is with the technique. Hence, user confidence is 543 
low for techniques such as Analytic Hierarchy Process, Fuzzy AHP and Cost-Value approach which 544 
are relatively difficult to use.  545 
 546 
6. CONCLUSION 547 
 548 
Requirement prioritization is one of the major activities carried out during requirement analysis 549 
process. Requirements prioritization refers to the process of selecting the appropriate set of 550 
requirements from a multitude of competing and conflicting expectations elicited from various 551 
stakeholders involved in a software development project. There are several techniques used for 552 
prioritizing requirements. These prioritization techniques can be categorized as requirement 553 
prioritization method and requirement negotiation. The requirement prioritization method is based on 554 
five basic scales which include nominal scale, ordinal scale, ratio scale, machine learning and 555 
hybridized techniques. The requirement negotiation involves techniques such as winwin, multi-voting 556 
system and ping pong balls. However, the reliability of these requirement prioritization techniques is 557 
usually a challenge when multiple requirements and stakeholders are involved during requirement 558 
prioritization. Hence, this study compared twenty one requirement prioritization techniques such as 559 
Numerical Assignment Technique, Simple Ranking Method, Hundred Dollar Method, Analytic 560 
Hierarchy Process, Fuzzy AHP, Cost-Value approach, bubble sort method, binary search tree, 561 
winwin, multi-voting system and the MosCow technique. The comparison was based on scalability, 562 
reliability with multiple stakeholders, time consumed, ease of use, users’ confidence and consistency 563 
check. This was with a view of assisting stakeholders to determine which technique is best to prioritize 564 
software requirements. The study revealed that AHP and hierarchical AHP consume more time than 565 
other techniques during requirement prioritization. It can also be deduced from the study that AHP,   566 
hierarchical AHP, Fuzzy AHP, VOP and Evolve are more difficult to use when compared with other 567 
techniques. Furthermore, of all the techniques compared, AHP, hierarchical AHP, cost value, fuzzy 568 
AHP and VOP have facilities for consistency check. The result of the study also showed that all the 569 
techniques compared are not scalable. Hence, it is difficult to prioritize requirements when multiple 570 
stakeholders are requirements are involved in the software development process. Hence, future 571 
researches should be based on the design of a requirement prioritization technique that will have the 572 
ability to accommodate large stakeholders and requirements. 573 
 574 
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