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Abstract

The present study is an attempt towards identiioabf principal agricultural and socio-
economic dimensions in Haryana using principal conemt analysis (PCA) and canonical
correlation analysis techniques. Principal comporaralysis transforms the original set of
variables into a smaller set of linear combinatitiveg account for most of the variation of the
original data whereas canonical correlation analgl#termines pairs of canonical variates
which are orthogonal linear combinations of thealaes within each set that best explain the
variability both within and between sets. Canohmarelation analysis also identifies and
measures the strength of relationships betweernvegtors of variables measured on the same
individuals. The study was conducted for threequisii.e. 1991-92, 2001-02 and 2011-12. The
district was considered as the unit of analysis amalysis is based on 19 indicators from the
agriculture sector and 9 indicators from the s@@onomic sector. The first principal
component (PC) of agriculture sector representottezall level of agriculture and livestock
with 42.07, 28.71, and 28.01 per cent of the tatalation in periods 1991-92, 2001-02 and
2011-12. Whereas, the first PC of socio-economitoseextracted 43.2, 42.6 and 56.6 per cent
variation for the periods 1991-92, 2001-02 and 202 1respectively. Population density per
sq km, number of vehicles on road/lakh populatiod aumber of cooperative societies/lakh
population have been most important variables ffar first principal component from the
socio-economic sector in the periods 1991-92 ar@il- 2. However, infant mortality rate,
number of vehicles on road/lakh population and markers as percentage of total population
has observed to be the most important indicatorsngll2011-12. Canonical analysis of first
two PCs from each of the agriculture and socio-entn sector indicated that the dimensions
represented by the second principal component ofcudtyre sector and first principal
component of socio-economic sector establishedoagtassociation between the agriculture
and the socio-economic sectors. The significantoceal correlation between the vectors
represented by first two PCs of agricultural anctie@conomic sectors suggest that
developments in socio-economic sectors and agui@llisectors go together. That is socio-
economic development in Haryana can be achievedigihrdevelopment in agriculture.
Key Words. Principal Component Analysis, Canonical Correlation Analysis, Principal
Dimensions.

1. Introduction
Regional disparity means divergence or inequalitpleenomena or processes having specific
territorial allocation and occurring at least inotentities of the territorial structure. It refecs

differences between economic performance and veelbetween different regions. Regional



disparities are manifested in different conditimidife as well as in unequal economic and
development potential.Regional disparities in ecoicodevelopment are one of the common
features found in all over the world toddpndia is facing the problem of severe regional
disparity and the indicators of such disparities egflected by the factors like per capita
income, the proportion of population living belotet poverty line, the percentage of urban
population, percentage of working population endgage agriculture, the percentage of
workers engaged in industries, infrastructural ttgu@ent etc.

Economic planning of a country is aimed at bringalgput a balanced regional development
and reduction in regional disparities in the pacdavelopment. Since independence, India has
implemented many developmental programmes to eeh#me quality of life of people by
providing basic necessities for effective improveima their social and economic well-being.
The literacy level, housing conditions and ovegalélity of life of the masses has considerably
improved after independence. However, disparitreshe level of development can still be
observed at districts and state levels with cerdagas went ahead leaving other lagged behind.
The process of development cannot be captured lillgny single indicator. Also, a number
of indicators analyzed individually do not provide easily comprehensible picture of the true
development patterns. Arbitrary selection of adangmber of indicators from various sectors
has now become a routine practice for inter-redidisparity analysis. This usually happens
because the development analysts are perhaps,taincabout the relative importance of
indicators in regional discrimination and hencessder as many as possible to make sure that
all the important ones are included. Inclusion ofne of the indicators may be totally
irrelevant to the classification of regions and nmagsk any genuine pattern that exists in the
present data. Further, the development indicatatsrwand across sectors are linked together
and additional information supplied by one indicatedependently of the others may be
negligible. [1] Studied developmental disparitieslistricts of Haryana according to their level
of development. The study utilized data over thpemts of time, viz. 1991-92, 2001-02, and
2011-12. Assessment of development in agriculturadustrial, infrastructural and socio-
economic sectors has been studied using compaositees based on forty indicators. The
districts of Ambala, Faridabad and Gurgaon ranked in overall development in 1991-92,
2001-02 and 2011-12, respectively, whereas Mahgadnaranked last in 1991-92 and 2001-
02 and the newly formed district Mewat in 2011-12.

Principal Component Analysis (PCA) and Canonicalrr€ation Analysis (CCA) are
important multivariate techniques frequently usedbiological and social sciences. PCA

transforms the original set of variables into a kenaet of linear combinations that account for



most of the variation of the original data wher€43A determines pairs of canonical variates
which are orthogonal linear combinations of thealaes within each set that best explain the
variability both within and between sets. CCA aldentifies and measures the strength of
relationship between two vectors of variables messon the same individuals.

Many studies have been conducted in past to cjassgfions in Haryana and other states of
India based on indicators from agriculture, soa@or®mic, infrastructure and industrial
sectors. [2] Used structural equation modeling @agn for classification of regions in
Haryana at block level. [3] Analysed the spatidkgras of regional disparities and variations
in the levels of agricultural development among diretricts of the state of Uttar Pradesh. [4]
Measured the levels of agricultural development tfug state of Odisha where the study
revealed that 7 out of 30 districts of Odisha caméder the category of backward regions,
showing that large regional disparities exist ivels of agricultural development in the state.
[5] Identified the evolutionary path of a numberlotal systems in a Mediterranean country
vulnerable to soil degradation in the last decalfgtivariate techniques, principal component
analysis and canonical correlation analysis weredut evaluate the socio-ecological
conditions and to estimate rapidity of change @hlosystems by considering 6 bio-physical
factors predisposing soil to degradation and 23oseconomic indicators over fifty years
(1960-2010). [6] Made an attempt to capture thermedynamics of development of districts
of Eastern Uttar Pradesh in respect of three sec#dgriculture, Social and Infrastructure.
Technique of composite indices suggested by [7] wezsl in addition to principal component
and factor analysis. Ranking seems to very closground reality and provides useful
information for further planning and corrective raeges for future development of Eastern
Uttar Pradesh’s Districts. [8] Ranked the distriotsHimachal Pradesh on the basis of their
levels of development obtained with the help ofimpin combination of 35 indicators related
to agriculture, social and industrial sectors. Tsrict wise data in respect of the indicators
published by Himachal Pradesh government for tlae $814-15 were used for all 12 districts
in Himachal Pradesh for the study. Principal congmranalysis and factor analysis were used
for ranking the districts.

Haryana is one of the 29 states in India, situateNorth India. It was carved out of the
former state of East Punjab on 1 November 1966 lomgaistic basis. It is a small state in the
Indian Union with a geographical area of about 42,Rnf. As of 2011 census of India, the
state is 18 largest by population with 25,353,081 inhabitanitsis predominantly an agrarian
state with 65.12% of the population living in ruesieas. Agriculture plays an important role in

the socio-economic development o the state. Theretbe present study has been planned to



identify the principal dimensions of regional digpas in agriculture and socio-economic
sectors in Haryana, which play a major role in de@weental disparities in various districts of
Haryana. PCA has been used to identify principaietisions for the agriculture and socio-
economic sectors for the periods 1991-92, 2001-6@ 2011-12. Principal Canonical
Correlation Analysis (PCCA) proposed by [9] hasrbased to study the association between
agricultural and socio-economic dimensions in Haaya

2. Materialsand Methods
An individual district of the state of Haryana Haeen considered as the unit of analysis. The
necessary data on agriculture and socio-econorotorsehave been collected from the various
issues of Statistical Abstracts published by gowemnt of Haryana. The study utilized district-
wise data of Haryana for the three points of timee,Period-1: 1991-92, Period-II: 2001-02 and
Period-11: 2011-12 with sector-wise indicators givgelow:
Indicatorsfor Agriculture Sector

AG1: Percentage of gross area sown under foodgrawotal cropped area
AG2: Irrigation intensity
AG3: Percentage of gross area sown under comrheroas to total cropped area
AG4: Gross value from agriculture/ha at curremtgs (in Rs.)
AG5: Gross value of agriculture output per cafitaal) at current prices (in Rs.)
AG6: Percentage of area under HYV of wheat td wiapped area
AG7: Productivity of cereals (t/ha)
AG8: Productivity of pulses (t/ha)
AG9: Productivity of oilseeds (t/ha)
AG10: Number of regulated markets
AG11: Percentage of agriculture workers to totatknforce
AG12: Cropping intensity
AG13: Average annual rainfall (mm)
AG14: Number of tractors/000ha of gross cropped are
AG15: Tubewells&pumpssets/000ha of gross cropped ar
AG16: Fertilizer consumption (in kg) in terms oftnents /ha of gross cropped area
AG17: Cattle per sq km
AG18: Buffalo per sq km
AG19: Poultry per sq km
Indicator s for Socio-Economic Sector

SE1:. Main workers as % of total population

SE2: Literacy (%)

SE3: Female literacy (%)

SE4: Population density per sq km

SE5: Infant mortality rate

SE6: Number of registered motor vehicles/lakh paipan



SE7: Number of vehicles on road/lakh population
SE8: Number of cooperative societies/lakh popaoihati
SE9: Urban population (%)
Selection of Principal Dimensions (I ndicators) Using Principal Components

Principal Component Analysis (PCA) transforms thiginal set of variables into a smaller set
of linear combinations that account for most of vheation of the original data. The standard
PCA results guarantee that retaining first few @pal components with the largest associated
variance produces the subset oflinear combinatminshe original variables which, best
approximates original data. The first principal gmment (PC1) is that weighted linear
combination of the observed variables which accoudat the largest amount of the total
variation in the data. The second principal compbnéPC2) is the weighted linear
combination which is uncorrelated with PC1 and aote for the maximum amount of the
remaining variation in data and so on.

Principal Canonical Correlation Analysis

Canonical correlation analysis (CCA) is frequenibed to analyze association between two
vectors/sets of variables [10]. In most applicatiamme vector(X: p<1) is called the set of
predictors and the other vector(Yax(d) is called the set of criterion or responsealdds. The
idea of canonical correlation is to find two lineamposites, one for X and one for Y, such
that their correlation is maximum. The resultingrrelation is called the first canonical
correlation and the pair of linear combinationgressfirst canonical variate pair. In this context
canonical correlation looks like PCA where k indegent components are extracted which are
linear combinations of the original variables afmse k components explain maximum
variation in the original data set. The procedareontinued until two new coordinate systems
are specified completely. In practice, a maximung & min (p, ) canonical variates pairs
can be extracted, wherg pnd p represent the number of variables in the sets & ¥n
respectively. Canonical correlation analysis maybedormed either using a joint covariance
matrix (S) or joint correlation matrix (R) for theectors X and Y depending upon the

measurements considered in subsectors X and Y.

If
R = |:Rxx ny}
R, R, )
is the joint correlation matrix of X and Y, thennoenical correlations between X and Y can be
found by solving the eigenvalue equations
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And

RyR,RIRy ) = s 3)
Where the eigenvaluésare the squared canonical correlations and treneegtors aandb are
the eigenvectors of the two matrices. The largggrevalue is the square of the first canonical

correlation. In practice, only one of the eigemeakquations needs to be solved since the

. 1
solutions are related b a=— Ry Rwb 4
And
_1 1

Then, U = a'Xand V = b'Y is the canonical variadér pThe significance of:& q = min (p, p)
canonical variate pair may be judged by the tedissics

161 = =[(n=1)=(py +pp +1)/2INAyy (6)

This follows a Chi-square distribution [11] withglee of freedom (ki) (p-k1). Where,

k
o [ har < »

Anda is the I eigenvalue of

RyyRyxRxxRxy (8)
[7] Proposed a modified method of canonical cotr@haanalysis and called it principal
canonical correlation analysis. PCCA is canonicatadation analysis of two sets of principal
component scores. A separate PCA is performed &oh eset and component scores are
computed. PCCA then uses these PC scores inste#lte adriginal random vectors. PCA
transforms the given data of correlated varialids & new data set of uncorrelated PC scores
and these scores are derived from the originabisles that retain a certain percentage of the
inherent variability. Also, each PC score accouontsa decreasing proportion of the total
variance inherent in the data. [12] Pointed out tha interpretation of principal components is
easier than the canonical variates. Therefors,assumed that PCCA has some merit, because
PC scores descend in order of the amount of infoomahat they contain. Thus, by using only
selected PC scores, it will be easier to interpinet CCA. Therefore, comparing CCA with
PCA, the canonical correlation of first two pringigomponents is more useful for study of the
relation between the sets of variables.

3. Results and Discussion
3.1 Principal Dimensions of Agriculturein Haryana



Period-wise PCA was performed with correlation ma&s input. The eigenvalues and the
percentage of variation explained by first six P&@sl9 indicators of the Agriculture sector are
presented in Table-1. The first 6 PCs explained,987.4 and 84.7 percent variation of the
data sets for the periods 1991-92, 2001-02 and -2@]1Xespectively. The first two PCs
explained 59.6, 53.0 and 48.9 percent variatiothefdata set in periods 1991-92, 2001-02 and
2011-12, respectively and hence, can be considasegrincipal dimensions for the 19
indicators of the agriculture sector. The corresiog principal component loadings have been
presented in Table-2.

First principal component for agriculture sectoiGRRC1) explained 42.07, 28.71, and 28.01
per cent of the total variation in periods 1991-2@01-02 and 2011-12, respectively. Loading
pattern for the first principal component indicdbat the most important indicatorsfor this
dimension are AG4 (Gross value from agricultureghaurrent prices), AG7 (Productivity of
cereals), AG16 (Fertilizer consumption in termsnofrients/ha of gross cropped area), and
AG17 (Cattle per sq km). Forthe period 1991-92dings for AG4, AG7, AG16 and AG17 are
0.93, 0.78, 0.81 and 0.82 respectively.The firshjgonent is also influenced by AG1 (gross
value from agriculture/ha at current prices), A@Z;3, AG6, AG7, AG8, AG12, AG14 and
AG18. All these variables have positive associatuith PC1 except AG3 (percentage of gross
area sown under commercial crops to total croppexh)awhich is having a negative
association. Similar loading patterns have alsobmeserved for this component during the
periods 2001-02 and 2011-12. Thus, AGPC1 givesteeall level of agriculture and livestock
in all the periods and can be considered as pahdimensions of agriculture sector.

The second principal component for the agriculseetor (AGPC2) explained 17.48, 24.24
and 20.86 percent of the total variability for theriods 1991-92, 2001-02 and 2011-12,
respectively. For the period 1991-92 the most gt indicator for AGPC2 is AG11
(percentage of agriculture workforce to total workke) with loading 0.85 followed by AG13
(average annual rainfall) with loading -0.73.Otlmaportant variables for AGPC2 are AG5
(Gross value of agriculture output per capita (juaa current prices), AG15 (Tube wells &
pump sets/000ha of gross cropped area) and AG1dt(fPper sq km). AG5 and AG11 have
positive influence with loadings 0.63 and 0.85 velaer AG13, AG15 and AG19 have negative
influence with loadings -0.73, -0.64 and -0.63 extjvely. AGPC2 is a contrast between
indicators with positive and negative loadings.dwl large, similar loading patterns have also
been observed for the PCs of agriculture sectotHerperiods 2001-02 and 2011-12. AG4,
AG7 and AG16 have been observed to be the mosiemtilal variables for the principal
component in period 2001-02 whereas AG4, AG7 andlA@ period 2011-12. AG11 has



been observed to be the most important variabléhioisecond principal component (AGPC2)
in all of the periods for the agriculture sectomfhe other components have no clear cut

loadings pattern and are of lesser importance.

Scatter plot for the period 2011-12 for first twangipal components of agricultural sector
indicators has been presented in figure 1. It swgie that the districts Karnal, Kurukshetra,
Panipat and Yamuna nagar have high principal coemmoscores value for AGPC1 and
AGPC2. On the other hand, the districts Mewat, Nanagarh and Bhiwani have low scores
for both of the principal components of agricultusgctor indicators. The developmental
disparities indicated by AGPC1 and AGPC2 in figlirare in accordance with the disparities

reflected by composite index of development in [1].

Agricultural Sector Princpal components plot fé14-12
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3.2 Principal Socio-Economic Dimensionsin Haryana

The first three PCs (Table-1) for the socio-ecorsactor explained nearly 85.90, 76.74 and
81.82 percent variability of the data set havingdicators for the periods 1991-92, 2001-02
and 2011-12, respectively. The first PC explaine®442.6 and 56.6 percent variation for the
periods 1991-92, 2001-02 and 2011-12, respectitalgdings for the socio-economic sectors
have been presented in Tables-3. It was obsera&#4 (population density per sq km), SE7
(number of vehicles on road/lakh population) and $ELumber of cooperative societies/lakh

population) are the most important variables far fiilst principal component from the socio-



economic sector (SEPC1) in the period 1991-92. immmdfor SE4, SE7 and SE8 during this
period are 0.85, 0.86 and 0.82 respectively. Smolading pattern have also been observed for
the period 2001-02 with loading of 0.78, 0.81 an840for the indicators SE4, SE7 and SES8
respectively. The indicators SE1 (main workers exgntage of total workers), SE3 (female
literacy percentage) and SE5 (infant mortality yalso have high component loadings for first
two periods justifying SEPC1 to be a principal seeconomic dimension during these periods.
The other three indicators, viz. SE2 (literacy petage), SE5 (infant mortality rate) and SE6
(number of registered motor vehicles per lakh patoh) have high loadings on second
principal component from the socio-economic se¢®EPC?2) in 1991-92 which explains
32.23 percent of variability in the data. Only timadlicators SE2 and SE6 have high loadings
on SEPC2 for the 2001-02 while SE9 (urban populagiercentage) has highest loading on
SEPCS for the period 2001-02.

The second PC is determined by the indicators 8E6per of registered motor vehicles/lakh
population) and SE2 (percent literacy) in both gegiods. The loading pattern is slightly
different for the period 2011-12, where the mogpamant variable for the principal dimension
(SEPC1) is SE5 (infant mortality rate) followed 87 and SE1. Except SE9, all the indicators
have high positive loading on first principal compat and SEPC1 can be considered as the
overall dimension of socio-economic developmenhc&iSE9 (urban population percentage)
has high loading on SEPC3 for both periods 20050@ 2011-12, it indicates that urban
population percentage is defining a separate semamomic dimension in these periods.
Similarly, Scatter plot for the period 2011-12 fimst two principal components of socio-
economic sector indicators shows high scores arcipal components and has been presented
in figure 2. This plot indicates that Faridabadhis most developed district having high scores
on both the principal components while Gurgaon Radchkula districts have high scores on
SEPC1 only. On the other hand districts Mewat, BRI®hiwani and Sirsa have low principal
component scores and having classified as lesdapmdedistricts on the socio-economic front.
This is also in accordance with developmental nmagkbased on composite indices of
development in [1].

Thus AGPC1 and SEPC1 are respective the principartsions for assessing disparities in

agricultural and socio-economic sectors.



Socio-economic Sector Princpal components plot for 2011-12
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3.3Association between Socio-Economic and Agricultural Dimensions

Canonical correlation analysis is used to finddineombinations of the variables in the sets of
variables having maximum correlation. These contimna are the first coordinates in the new
system and represent principal dimensions fromwioesets of variables. Second pair of linear
combinations is then obtained such that it has mam correlation and is uncorrelated with
the first linear combination. The procedure is cwred until two new coordinate systems are
specified completely. The first two principal conmgnts of agriculture and socio-economic
sectors explained 75.45, 61.78 and 71.76 percenheoftotal variation in the data for the
periods 1991-92, 2001-02 and 2011-12 respectiv&lyerefore, canonical correlation analysis
[12] has been performed using first two principainponents from each of agriculture and
socio-economic sectors to examine the associatetwden the principal dimensions of
agriculture and socio-economic sectors. Period-w@®nical correlations, canonical loadings
and cross-loadings based on the first and secondipal components for Agriculture and
Socio-Economic sectors have been summarized inedablThe p-values in the Table-4
indicate that both first and second canonical Yanmirs are significantly correlated for 1991-
92 data, whereas only first canonical variate pas significant canonical correlations for the
period 2001-02 and 2011-12 with respective canbomaelations 0.785 and 0.701.



The first canonical correlation for 1991-92 is B8&d the corresponding canonical variates
are:

U; = -0.135AGPC1 + 0.991AGPC2 (9)
And

V1 =-0.869SEPC1 + 0.495SEPC2 (10)
These variates are mainly determined by the dimensepresented by second principal
component for agriculture sector and first componieat of socio-economic sector indicators.
The second canonical variate pair for this persod i

U, = 0.991AGPC1 + 0.135AGPC2 (11)
And

V, = 0.495SEPC1 + 0.869SEPC2 (12)

In this case, the variable;Us mainly determined by the first PC of agricudtusector with
loading 0.991 while Whas high loadings for both PCs of scio-economit¢asewsith loadings
0.495 and 0.869.A similar loading pattern has aksen observed for 2001-02 and 2011-12 for
the first canonical variate pair. Loading pattemdicate that the principal dimension
represented by {is dominated by the second principal componentefagriculture sector
indicators, whereas, the principal dimension regmesd by V is dominated by the first PC of
the socio-economic sector indicators. The most mapo indicators for AGPC2 for the period
1991-92 are AG11 (percentage of agriculture worddoto total workforce), AG13 (average
annual rainfall), AG5 (Gross value of agriculturetput per capita (rural) at current prices),
AG15 (Tube wells& pump sets/000ha of gross cropged) and AG19 (Poultry per sq km).
AGPC2 forms a contrast indicators represented b¥ AGd AG11 with that of AG13, AG15
and AG19. The indicators represented by AG4, AGY AG16 have been observed to be the
most influential variables in period 2001-02 wheréd&s4, AG7 and AG17 in period 2011-12.
The most important variable for the principal dirsiem (SEPC1) is SE5 (infant mortality rate)
followed by SE7 (Number of vehicles on road/lakipglation) and SE1 (main workers as
percentage of total workers). These two dimensib@$C2 and SEPC1 establish a strong
association between the agriculture and the samo@mic sectors. The significant canonical
correlation between the vectors represented by fw® PCs of agricultural and socio-
economic sectors suggest that developments in-gocioomic sectors and agricultural sectors
go together. That is socio-economic developmentHaryana can be achieved through

development in agriculture.



Conclusion: The study indicates that there are interdistricsparities in Haryana with
reference to various dimensions of agriculture smalo-economic sectors. The indicators used
in the study showed that some districts are higlelyeloped in agriculture sector and some are
highly developed in socio economic sectors. Fingi PC plot provide an excellent view of
agricultural and social sector disparities whiclserables the real picture of districts in
reference to agricultural and social sector in ldaey The results of the agriculrual dimension
indicate that the districts Karnal, KurukshetraniBat and Yamuna nagar have high principal
component scores value for first and second praticgemponent for the agriculture sector
while, the districts Mewat, Mahendragarh and Bhiwhave low scores for both of the
principal components of agricultural sector indicat Similarly, socio-economic dimensions
indicated that Faridabad district is the most depedl district having high scores on both the
principal components while Gurgaon and Panchkugaidis have high scores on first principal
component of the socio-economic sector only. Ondtier hand districts Mewat, Palwal,
Bhiwani and Sirsa have low principal component esoand having classified as less
developed districts on the socio-economic frontad@acal analysis of first two PCs from each
of the agriculture and socio-economic sector ineidahat the dimensions represented by the
second principal component of agriculture sectad &rst principal component of socio-
economic sector established a strong associatitweba the agriculture and the socio-
economic sectors.
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13. Table-1:-Principal component analysis of Agricuitiand Socio-Economic Sector indicators for periods

1991-92, 2001-02 and 2011-12.

Period
1991-92 2001-02 2011-12
PC
Eigen | Varatn | Variion | EIGen | Variaion | ooy | Eigen | Variaton | oy
(%) (%) (%)
Agriculture Sector
1 7.99 42.07 42.07 5.45 28.71 28.71 5.32 28.01 128.0
2 3.32 17.48 59.55 4.60 24.24 52.96 3.96 20.86 88.8
3 2.35 12.38 71.93 2.27 11.95 64.92 2.68 14.11 %2.9
4 1.42 7.51 79.44 1.75 9.23 74.15 1.72 9.07 72.07
5 1.12 5.93 85.38 1.39 7.36 81.51 1.44 7.70 79.78
6 .94 4.98 90.36 1.14 6.02 87.54 .94 4.95 84.73
Socio-Economic Sector
1 3.89 43.22 43.22 3.83 42.63 42.63 5.09 56.57 756.5
2 2.90 32.23 75.45 1.72 19.15 61.78 1.36 15.19 671.7
3 .94 10.44 85.90 1.34 14.95 76.74 .90 10.05 81.82




Table-2:- Loadings for PCs’ of Agriculture sectodicators for period€991-92,2001-02 and

2011-12
Components Loading for Agricultural Indicators

Indicator Period-11(1991-92) Period-11(2001-02) Period-11(2612)

PC1 PC2 PC3 PC4 PC5 PC1 PC2 PQ3 PC4 C5 C1l PC2 PRG4 PC5
AG1 0.70 | -0.38 | -0.26 | -0.41 0.26 | 0.57 -0.61 | -0.32 | 0.19 -0.11 | 0.46 0.69 0.24 -0.01 | -0.26
AG2 0.74 0.06 0.42 | -0.24 | -0.27 | 0.53 0.31 0.04 -0.08 | -0.64 | 0.46 -0.13 | 0.10 0.76 -0.07
AG3 -0.73 0.46 0.20 0.35 | -0.22 | -0.54 | 0.65 0.29 -0.14 | 0.19 -0.45 | -0.76 | -0.27 | -0.22 | 0.22
AG4 0.93 0.14 0.09 0.17 | -0.19 | 0.95 -0.22 | -0.03 | 0.05 0.08 0.82 0.30 0.09 0.22 0.10
AG5 0.60 0.63 0.19 0.04 | -0.23 | 0.76 0.52 0.22 0.02 0.19 0.65 -0.56 | -0.17 | 0.15 0.33
AG6 0.76 0.12 0.14 0.11 0.44 | 0.13 0.29 0.15 -0.26 | 0.67 0.68 -0.32 | -0.05 | -0.47 | -0.26
AG7 0.78 0.37 0.17 0.35 0.10 | 0.84 0.21 0.24 -0.15 | 0.07 0.84 -0.14 | 0.09 0.06 0.42
AG8 0.75 0.01 | -0.34 0.13 | -0.26 | 0.00 -0.11 | -0.14 | 0.74 0.25 -0.16 | -0.26 | 0.73 0.02 0.13
AG9 0.51 0.05 | -0.61 | -0.28 0.31 | -0.24 | 0.56 -0.59 | -0.17 | -0.18 | -0.21 | -0.05 | 0.63 0.40 0.39
AG10 0.08 0.23 0.80 | -0.20 0.35 | 0.55 0.23 0.39 -0.32 | -0.36 | 0.69 -0.29 | -0.46 | -0.11 | -0.04
AGl11 0.17 0.85 | -0.04 | -0.06 0.37 | -0.08 | 0.85 -0.24 | 0.36 0.14 0.15 -0.81 | -0.23 | 0.04 -0.33
AG12 0.76 0.41 0.03 | -0.31 | -0.30 | 0.53 0.43 0.03 0.44 -0.26 | 0.53 -0.21 | -0.24 | 0.40 -0.25
AG13 0.14 | -0.73 0.53 0.10 0.10 | -0.14 | -0.77 | 0.46 0.19 0.09 0.15 0.61 -0.37 | -0.11 | -0.01
AG14 0.61 | -0.25 | -0.03 0.57 0.28 | 0.45 -0.38 | -0.33 | -0.46 | 0.20 -0.34 | 0.66 -0.41 | 0.32 0.21
AG15 0.49 | -0.64 | -0.35 0.33 | -0.12 | 0.49 -0.52 | -0.50 | -0.05 | 0.14 0.24 0.55 0.38 -0.50 | 0.15
AG16 0.81 0.10 | -0.02 0.36 0.02 | 0.89 -0.28 | -0.10 | -0.04 | 0.20 0.77 0.11 0.13 -0.18 | 0.06
AG17 0.82 | -0.11 0.22 | -0.14 | -0.11 | 0.47 0.41 0.65 0.05 0.14 0.81 0.13 -0.02 | -0.21 | 0.40
AG18 0.75 | -0.17 | -0.16 | -0.26 | -0.15 | 0.46 0.57 -0.29 | 0.46 0.09 0.39 0.10 0.57 0.09 -0.64
AG19 0.23 | -0.63 0.62 | -0.11 | -0.06 | -0.14 | -0.65 | 0.55 0.38 -0.13 | 0.05 0.03 0.61 -0.68 | 0.18




Table-3Component Loadings for PCs’ of Socio- Ecoitoimdicators for periods1991-92,2001-02 and 2011-

12
Components Loading for Socio- Economic Indicators

Indicator Period-1(1991-92) Period-11(2001-02) Period2011-12)

PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3
SE1 0.78 0.49 0.01 0.65 0.45 -0.26 0.88 0.21 -0.15
SE2 -0.02 0.85 -0.06 -0.39 0.69 0.17 0.63 -0.57 40.2
SE3 0.72 -0.57 0.28 0.75 -0.21 0.51 0.83 -0.14 0.16
SE4 0.85 -0.29 0.38 0.78 0.01 0.49 0.87 -0.16 0.20
SE5 0.76 0.56 0.02 0.75 0.39 -0.31 0.94 0.04 0.03
SE6 -0.04 0.70 0.66 -0.38 0.83 0.24 0.60 -0.36 4-0.0
SE7 0.86 0.24 -0.28 0.81 0.36 -0.06 0.91 0.32 0.04
SES8 0.82 -0.19 -0.40 0.84 -0.18 -0.36 0.60 0.71 27-0.
SE9 0.20 -0.79 0.21 0.19 -0.02 0.69 -0.25 0.47 0.83

Table-4 Principal Canonical Correlation Analysisagfriculture and socio-economic sectorsfor perioti991-

92,2001-02 and 2011-12

Period
Variables
1991-92 2001-02 2011-12
Agriculture Sector W) U, U, U, U, U,
AGPC1 -0.135 0.991 0.028 1.000 -0.151 0.989
AGPC2 0.991 0.135 -1.000 0.028 0.989 0.151
Socio-Economic Sector Y Vs, Vq V, Vq V,
SEPC1 -0.869 0.495 0.998 -0.067 0.993 0.117
SEPC2 0.495 0.869 0.067 0.998 0.117 -0.993
Canonical correlation 0.843 0.580 0.785 0.141 0.701 0.039
p-value <0.001 0.023 0.004 0.577 0.019 0.870

*: significant at 5% level; **: significant at 1% level.



